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The Preamble

.« on the one hand. has purity and beauty, and on the other, i3 a contemporary

W e g i e} , : " . . g4 ¥ .
eIt hose concepts and methodology are being used by working Physicists, Statisticlans,
Wits . awnjeta o 1 H . '

E “\;(iw““‘ts' Chemists and Biologists. Therefore, in the new S.Y.B.A./B.Sc syllabus,

' L’«““Pu~ and {u:‘.danwuml topics of mathematics are included along with the applicable ones.

o three papers of Mathematics for Science students and the first two are for Arts
a

. Calculus and Analysis. The fundamental concepts and techniques of real analysis
~introduced and there is a gentle transition to rigourous mathematics. The paper also
K. difierential equations, multiple integrals and integration of vector fields. The topic of
it | cquations is the most important part of mathematics for understanding the physical

: darpntld . "
| e s also the source of many ideas and theories which constitute Higher Analysis. The

ls are generalizations of definite integrals of functions of one variable. The line
lly in Mechanics as work done by a force.

oger |
§ ygve beet

ipaper 1l is Linear Algebra. Linea.r'Algebra has rigour and purity and is as applicable as
| V"Calculus- The subject was taught in an abstract manner a few years ago. In the abstract
;mgtment, the crucial importance of the subject is missed. In this syllabus, visualization and

""geometric interpretations are emphasized. Linear Algebra has applications in networks and

§ g theory.

11l (only for Science students) is Computational Mathematics. This paper includes
e topics of algorithms, graphs, trees, (Discrete Mathematics) and applications of integration
. :.-: mmerical methods. Algorithms are not just useful in Computer Science; constructing
| ﬁcimlt algorithms is an important way of solving mathematical problems too, as seen
ith the Euclidean algorithm. The topic of the complexity of algorithms is introduced. Graphs
: _jmd trees are useful methods for solving many problems. Important applications of integration
mdlas measuring areas, volumes, improper integrals and gamma function are included. Very

M, e solutions of mathematical problems cannot be obtained by an analytic method but
K bﬁ‘described in an approximate manner by numerical methods. The numerical methods
g approximate roots of equations, LU factorization of matrices, numerical methods to

HSolutions of differential equations have also been included.

.l‘lalls/assjgnnlents/project - case studies have been prescribed in Paper I and Paper II. It

I;)Otlsta%t to develop among the students an ability to understand and apply the theoretical

iSe;lal he tegchers can attempt to accomplish this task during tutorials. Thought provoking
" #Ig with routine ones may be given to students for assignments.

ent

t . . .
- Nay write g project/case study instead of an assignment in Paper I and/or Paper II.

le g : ; Lo
“student to arrive at a deeper understanding and wider significance of the concept.

I-:help
?“ (OHC(,
: DUs of : icati
P8 of Mathematics are re-inforced by genuine applications.
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l’zl["'l‘ |11 contallls a .(‘Ullll)()ll(\]ll of practicals. It is advisable to form PrOUPSs in a batch and 1',11(,"
e l)m(.l“...11vp.\‘l)m‘mu-ul be condueted using, different methods if applicable to get the feel of

|]|(‘ \'(ll”[i()“ \‘]){H'(\ [\)1' .\\)l\'lllg I)l-()l)h‘l“.\;.

This syllabus should motivate the students and make them appreciate the beauty

ad vadue ol NMathematices.
Nt
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S.Y.B.Sc & S.Y.B.A

Teaching Pattern

S.Y.B.Sc. Paper I
Paper 11
Paper III
S.Y.B.A. Paper I
Paper 11
Teaching Pattern o

x

Three lectures per week per paper.

Title
Calculus and Analysis

Linear Algebra

Computational Mathematics
Calculus and Analysis

Linear Algebra

One tutorial per week per batch per paper for Paper I and Paper II. (The batches of
tutorials to be formed as prescribed by the University).

One assignment per unit OR a Project/Case Study in either of Paper I, Paper II or both.
The project work can be guided by a faculty member of the college/Institute/Mumbai

University /any other University.

One practical per week per batch for S.Y.B.Sc. Paper III. (The batches are to be formed

as prescribed by the University).

Teaching aids such as Computer Algebra Systems may be used.
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S.Y.B.A/B.Sc. Paper I

Calculus and Analysis
Term I

Unit L. Real Numbers (15 Lectures)

(1) (1) Statements ol algehraic and order properties ol R.
(i) Elementary consequences of tlhese properties including the A.M. - G.ML inequality.

Cauchyv-Schwarz inequalitv i g , . :
chwarz inequality, and Bernoulli inequality (without prool).

Y Dk T i g ; N .
(1) Review of absolute value and neighbourhood of a recal number.

(i Hausdortt property.

() 5111)1-(~1111§1}'f v'~ln|)) and infinnun (glh) of a subset of R. lub axiom of R, Consequences of lub
aviont ol X including
(1) Archincedian property.
(ii) Density of rational numbers.

h

(i) LExistence of n'™ root of a positive real number (in particular square 1root).

(iv) Decimal representation of a real number.,
() (1) Nested Interval Theoren.
(it) Open scts i B and closed sets as complements of open sets.

(iii) Limit poluts of a susbset of 2, examples, characterisation of a closed set as a set
containing all its limit points.
() Open cover ol a sushset of R, Compact susbset of R, Definition and examples. A closed

andd bounded nmterval [(r.(}j Is conipact.

Reference for Unit 1: Chapter 11, Sections 1, 2, 4, 5. 6 and Chapter X, Sections 1. 2 of
Introduction to Real Analysis. ROBERT G. BARTLE and DONALD R. SHERBET, Springer

Verlay.

Unit 2. Scquences, Limits and Continuity (15 Lectures)

(a) Sequence of real numbers, Definition and examples. Sum, difference, product, quotient

awel scalar multiple of sequences.
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ivereent sequences, Uy
N « uepeent. and divergent s e
(h) Limit of a sequence. C'onvergent & e

nveroent sequences. Sandwie oof
Alachra of convergent 564 1ch Ty,

CONVOrgent sequence. Orey, I

* a N \ T IN 3 ' ‘]S ()
Limits of standard sequences such d {
/ 1/n 1 n
| , MYy {a " a> 00 o’
_I o =0 fa"} lal < L {n'"} { IR
I’” nl fl.\

Examples of divergent sequences.
A - A eonvereent sequence is bounded.
(o 1) Bounded sequences. A com ergent seq

i) Monotone sequences. Convergence of bounded monotone Sequenceg, Th
as a limit of a sequence, Caleulation of square root of a positive real

11}11[1{,
() (1) Subsequences.
(i) Limit inferior and limit superior of a sequence.
(i1} Bolzano-Weicerstrass Theorem of sequences.
(iv) Sequential characterisation of limit points of a set.
te) Canchy sequences, Cauchy completeness of =
() Limit of a real valued function at a point
(1) Review of the = — o definition of limit of functions at a point. nnigueness

a hanetion at a point whenever it exists.

(1) Sequential characterization for lhmits of functions at a point. Theorems
(Limits of su. difference. product. quotient. scalar mnltiple and sandwic i

tiil) Continuity of function at a point. =0 definition. sequential eriterion. Theores

continuity of sun. difference. product. quotient and scalar multiple of fur

a point in the domain using £ — § deinition or sequential criterion. Cout

composite funetions. Examples of limits and continuity of a function at a p
sequential eriterion.

(v A continnous function on closed and bounded interval is bounded and atta

Reference for Unit 2: Chapter 111, Sections L.2.3.4. 5. Chapter IV 5’(1'."()/»1
Chapter V. Sections 123 of Introduction to a1

i o pan
o \ Real Analysis. ROBER] G. B
DONALD R. SHERBET. Springer Verlag.

Unit 3. Infinite Series (15 Lectures)

(a) Infinite series of real numbepg. The sequence r - of all mf“"”{
CONVOETECNCCe ¢ v o -1CE€ O partial terms ¢ A
convergence and divereence T Pz ol

0 and divergence of serjeg, su. difference and multiple of conver”
again convergent. ’ € and mulrip
n N . ;,a'
) Clanchy criterion - 20 |

(h) C auch ‘ of convergence of Sarlas orie:

SOTIOS. -

1 " S
Absolute convergence of &
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) Alternating S?I'}CS’ Leibnitz’ Theorem, Conditional convergence, An shsolutely convergent
series is conditionally convergent, but the converse is not true,

n Rcarrangemem of series (without proof ), Cauchy condensation test (statement only).

application to convergence of p - serieg E ’

1

-

i

> (p > 1). Divergence of Harmonic geries

g N y ('O1 ) 3 e} Yy o Joe '
) Tests for absolute convergence, Comparison test, Ratio test, Root test.

(f) Powet series, Radius of convergence of power series, The exponential, sine and cosine
SeriCS.

z

(©) Fourier series, Computing Fourier Coefficients of simple functions such as z, %

||,
piecewise continuous functions on [—m, 7

.

Reference for Unit 3: Chapter IX, Sections 1, 2, 3, 4 and Chapter VIII, Sections 3, 4 of
Introduction to Real Analysis, ROBERT GG. BARTLE and DONALD R. SHERBET, Springer

Verlag.
Term II

Unit 4. Differential Equations (15 Lectures)
(a) First Order Differential Equations:

(i) Review of separable differential equations, homogeneous and non-homogeneous
differential equations.

(i) Exact differential equations and integrating factors.

Rules for finding integrating factors of M (z,y)dz + N(z,y)dy = 0 (without proof)

when,
IN _ OM
da dy
o —— = h(q
]\/[ (J)’
aM _ ON
dy dzx
o —w— = 9(@),
onM N

Ay dr — &
* N ol f(zy).

(iii) Linear differential equations and Bernoulli differential equations.

(iv) Modeling with first order equations. Examples from Financial Mathematics,
Chemistrv. Environmental Science, Population growth and decay.

(b) Second order Linear Differential Equations:

(i) The general second order linear differential equation. Existence and Uniqueness
Theorem for the solutions of a second order initial value problem (statement only).

i
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- der linear differenti :
(ii) Homogeneous and non-homogeneous second order linear differential equatiqy,
o The space of solutions of the homogeneous equations as a vector spacg.

e Wronskian and linear independence of the solutions.

o The general solution of homogeneous differential equation. The yg, of
solutions to find the general solution of a homogeneous equations,

e Thegeneral solutionof a non-homogeneoussecond order equatlon,Compl(,_m(.m
functions and particular integrals.

I )ur,l

iy

(iii) The homogeneous equation with constant coefficients, lauxcllhau elquatlon the g,
and equal roots
solution corresponding to real and distinct roots, real q ts and o

roots of the auxiliary equation.

(iv) Non-homogeneous equations: The method of undetermined coefficients. Th, et
of variation of parameters.

(]’1:

by

Reference for Unit 4: Chapter 2, Sections 7, 8, 9, 10 and Chapter 3, Sections 14. 15,4
17.18, 19, 20 of Differential Equations with Applications and Historical Noteg G-Fy
SIMMONS, McGraw Hill and Chapter 1, Sections 1, 2, 3 of Elements of Partial Dlﬁeremiaj

Equations, I. SNEDDON McGraw Hill. '

Unit 5. Multiple integrals (15 Lectures)

Review of functions of two and three variables, partial derivatives and gradient of two or t|

11ep
variables.
(a) Double integrals:

(i) Definition of double integrals over rectangles.
(ii) Properties of double integrals.

(iii) Double integrals over bounded regions.
(b) Statement of Fubini’s Theorem, Double integrals as volumes.

(c) Applications of Double integrals: Average value, Areas, Moments, Center of Mass.

)
(d) Double integrals in polar form.
(e) Triple integrals in Rectangular coordinates, Average, volumes.
(

f) Applications of Triple integrals: Mass, Moments, Paralle] axis Theorem.

—~

g) Triple in'tegrals in Spherical and Cylindrical coordinates
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I i o mtegration of Vector Fielqs (15 1000
it :
e [ntegrals, Definition, Bvaluation, [or smoot), Curve

B 'S,

\ | mmonents for coils, springs, thi rods

. fields. Gradient fields, Work done op . . :
) Veetor e by aforce over a curve i space, [valuation ol

bk mtegrals.

)
{

ross o plane curve.

o

n lux ad
13

1 independence of the inteoye = , '
Path indepen the integral / Fdr iy an open region, £ heing a vector field over
, : . J A
e reeion and A points in ghe region.

Conservative fields. potential function.

The Pundamental theorems of line Integrals (without proof).

‘i.

o) Flux density (divergence), Circulation density (curl) at a point.

1 Green's Theorem i plane (without proof), Evaluation of line integrals using Greeil s
Tlheorent.

Reference for Unit 6: Chapter 14 0f 14.1, 14.2, 14.3. 14.4 Calculus and Analytic Geom-
etrv. G.I3. THonas and R. L. FINNEY, Ninth Edition, Addison-Wesley, 1998.

The proofs of the results mentioned in the syllabus to be covered unless indicated

otherwise.

Recommended Books
L Roserr G BARTLE and DONALD R. SHERBET : Introduction to Real Analysis.
Spranger Verlay.

2 ROCorraNT and F. Jonn @ Introduction to Calculus and Analysis Vol I. Reprint

ol First Bdition. Springer Verlag, New York 1999.
I RORC GonbBERG: Methods of Real Analysis, Ozford and IBH Publication Company.
New Dol
LT Arostor: Caleulus Vol I. Second Edition, John Wiley.
ML Prorrer: Basic elements of Real Analysis, Springer Verlag, New York 1998
Ui Gy THoMAS aud R. L. FINNEY, Calculus and Analytic Geometry, Ninth Edition.

Ad li.s'ulr\'\"('sl({\'. 1998.
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— (T Sinnons: Differential Equations with Applications and Hisgop I
Storicy)

[
MceGraw Hill. o (2
: i . . - . . . o 2
< 1. SyEDDON: Elements of Partial Differential quations. MeClvaw 11} E()

N

Additional Keference Books
1. HOwWARD ANTON. Caleulus - A new Horizon. Sixth Fdition: John Wilev ay o ;
R

1990,
9 JAMES STEWART. Caleulus. Third Edition. Brooks/cole Publishing Company, [

- Linear Ordimary Difjc nial Equation., st B
A

3 FE.A. CopnINeTON and R. CARLSON

1 W.E. Bovck and R.C. DIPRIMA: Elementary Differential cquerions and l}’ou/m’m,, m.‘

John Wilev and Sons 8th Edition.

problems .
A First Coursc n D erential Bguation, 0

5. AH. SippiQr and P. NANCHANDA

Apphecations. Macmillan.

Suggested topics for Tutorials/Assignments

(1) Properties of real munbers and Hausdorfl property.
2} Bounded sets, finding Lu.b. and g.1.h. ol sets.

(3) Archmedian Property and Density Theorent.

(1) Nested Interval and decimal representations.
Finding limit points ol given sets.

(6) Compact sets.

(i) Find limits of sequences using definition,

(ii) Monotone sequences.
(8) Subsequences, finding limir iferior and limir superior of given - quences.
(0) Cauchy sequences.

110) Limits and continuity using sequetlt lal criterion.

Convergence of series. Comparison test.

(11)

(12) Convergence of series: Root test. Ratio test.

(13) Radius of convergence ol a power series.

(14) Fourier Series.

(15) Solving first order exact equations and noN-exact cquUAtIons 1si:.2 intcorating, factor
(16) Lincar equations. Bernoulli equations. Euler’s equations

(17) Wronskian and lincar independence of solutions

(18) Second order lincar homogenecous cquatins with constant coefficient.
(19) Method of undetermined coefficients. Method of variation of parameters
(20) Double integrals. sketching regions. evaluatioln,

(21) Triple integrals.

10
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b oo of Double and Triple integralg.
Jicd e ] : "
, 1e integrals using definition ;
) atiol of 11 o » caleulation of mass and moments for coil etc.
g B uation of work integrals
i B

{.) Flow integrals and flux across a plane curve,
(il
‘ ) Col

(m

jservative fields and potential functiong.

11
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S.Y.B.A/B.Sc. Paper II
Linear Algebra

Term I

Unit 1. Systems of linear equations and matrices (15 Lectures)

(a) Systems of homogeneous and non-homogeneous linear equations.

(i) The solutions of systems of m homogeneous linear equations in n unknoyy,
elimination and their geometric interpretation for (m,n) = (1,2), (1, 3),(2,2), 4
(3,3).

(i) The existence of non-trivial solution of such a system for m < n. The syp of
solutions and a scalar multiple of a solution of such a system is again a solutig, 0?
the system.

b
)

(b) (i) Matrices over R, The matrix representation of systems of homogeneoys ang
non-homogeneous linear equations.

(ii) Addition, scalar multiplication and multiplication of matrices, Transpose of Matriy

(iii) The types of matrices: zero matrix, identity matrix, symmetric and skew symmetr. ¢
matrices, upper and lower triangular matrix.

(iv) Transpose.of product of matrices, Invertible matrices, Product of invertible matrices
(c) (i) Elementary row operations on matrices, row echelon form of a matrix and Gaussiy

elimination method. Applications of Gauss elimination method to solve system ¢
linear equations.

(ii) The matrix units, Row operations and Elementary matrices, Elementary matrices ar
invertible and an invertible matrix is a product of elementary matrices. '

Reference for Unit 1: Chapter II, Sections 1, 2, 3, 4, 5 of Introduction to Linear Algebra
SERGE LANG, Springer Verlag and Chapter 1, of Linear Algebra A Geometric Approach
S. KUMARESAN, Prentice-Hall of India Private Limited, New Delhi.

Unit 2. Vector spaces over R (15 Lectures)

(2) Definition of a vector space over R. Examples such as:

(i) Euclidean space R™.
(ii) The space R of sequences over R.
(iii) The space of m x n matrices over R,
)

(iv) The space of polynomials with real coefficients.
12
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j 8
4 o epace ol real valued functiogg on a
. e | ¢ 11()11—01111)1\. <8
- Nosert.
(v
o - definition and examples includipge-
e SIHIRE o
anb-l
i Lanes i A7 Lines and planes in g3
b ) .
s of HOMoYeneous cvat o 1.
{i The solntions « SCHEOUS systen of linear cquations hyperplanc
1 ; 1ons, hyperplane.
; : LTl space ol convergent roal SCUUCTLICON
(i’ ‘ .
- S epaces ol synnnetrie, gkow e L )
i [he spue ot MW SVietric, upper triangular,  lower triangular,
ianonal matriees. ,
{ «l =
2oy anace of polvnomials wi ‘@al ciratr: :
| o Phe space ol pol tals with real coefficienty of degree < .
a , , . . > =
z L the spaee ob continnous real valued functions oy la.b).
, ¢ .
o The space ol contintously differentialile roaal .. : :
i [he spad v differentiable voy| valued functions on [a. b].
b S and mtersecti Csubshacoe i . .
Bl s an l 1 tion of subspaces. direct sum of vector spaces.

(i) Lincar comtbination of vectors, convex sets, linear span of a subset of a vector space.

i) Lincar dependence and independence of 4 set
il he discussion of concepts mentioned below for finitely generated vector spaces only)
Basi~ ol @ vector space. basis as a maxinal linearly independent set and a minimal set of
Cgenerators. Dimension of a vector space.

i 1 . 0 . .
Wi low space. Column space of an m > n matrix over R and row rank. column rank of
¥ TR

i Equivalence of rev rank and colinn rank. Computing rank of a matrix by row
: reduction,

ence for Unit 20 Chapter 1, Sections 1.2, 3. 1. 5. 6 of Introduction to Linear
sehra. Siicl LaNG. Sprnger Verlag and Chapter 2. of Linear Algebra A Geometric
PLofcl S NUNIARESAN. Prentice-Hall of India Procate Lonided. New Delhi,

- Inmer Product Spaces (15 Lectures)

2O product i R, Definition of general inner product on a vector space over R.

o, R . = g " . Lo — : J
tples of inner product including the inner product {f. g) = / F(t)g(t)dt on Cl—m, 7.
be e ol continuous real valued functions on [—m. 7.
(1) \ . . o
i Nory of vector in an inner product space.
( auchv-Sehwary, inequality. triangle inequality.
1} . . . - ™ T o MIIC ¢ 1 2
Orthosonality of vectors. Pythagorus theorem and  geontetric applications in R?,
Plojections on a line. The projection being the closest approximation.

(), e ments in B2 . R
RINRITO a subspace. Orthogonal Complements in R* and R”.

onal complements of
13

(3 Scanned with OKEN Scanner



: . L ospaee,
honotmal sets i at el produet spi
arthonorn.

v Ohrthovonal sets ’”“i

1) v
: 1 len HEREAN B lEag
Woorthhononm . Ny we 11y IS
HHON PTOCOSS, stple examples in B2
i

-

Crram-Sclnmidt orthowonaliz,

Lion to Linen
\'l. Scetions 1 2 af Introduc 2 e "\l

8ol
5. 0f Lincar Algebra A Geometric Al’l)m:rl
. (

Roeterence tor Lane 3 o tapicd
St Laxe, Speonger Vevtag and Chapler

vhss-itimniitl o Diili /,,,(,/, Limited. New Delhi.

SOt ARESANL Y
Term 1]

Unit 4. Lincar Transformations (15 LccturCS)

R, . - S e ing:
@ Luear transtormations - definition and propertics, examples including

Vo Natural projection from R” to R (n > m)

!

) The map Ly 27— 2™ defined by La(X) = AN, where A is an m x n matrix o

-

HE Rotations and reflections in =20 Strechine and Shearing in R
- v Orthogonal projections m =7
Vi Functionals.

The linear transformation being completely determined by its values on hasis.
the 4y The sy and sealar multiple of linear rl(msf(unmn(m\ from {7 to V where 07,1y
finite dimensional vector spaces ovor B is again a linear transforation.

A1) The sapee L5 U of linear trausformations from U o V-

Gl The dual space T where U s finire dimensional real vecror space.
ter 1) Rernel and imace of a lincar transformation.
1) Rank-Nnllitv: Theoren,
i) The lineay somorphisms. inverse of a linear isomorphism,

v) Composite of linear transformations.

)i Represemration of lincar transformation from U to V', where U and 17 are finld
dimensional real vectoy spaces hy matrices with resy
U and 1. The relation between the matrices of 1i

; o
eet to the given ordered base ‘{_
| mear transformation from U 10
with respeet 1o difforen bases of 7 and 1

1) Matrix of siun of line ar 11;1,1151()1'111;1‘1 1ous anel scalar multiple of a linear transformali

L Matrices of composite linear transformation and iverse of 4 linear transformatio!
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% f rank of an* m :

jvalence © _ " matrix g4
1]Rl" — R™ (La(X) = AX ). The dimension e n-mk
aations AX = 0 equals n—rank 4.

o solutions of non-homogeneous Systems of Jipeq, equati
(¢)

' 1S represented by AX = B.
i) Existence of & solution whep rank(A)

e fii) The general solution of the system ig
" ud the solution of the associated hq

= Tank(4, B).

the sum of 4 particular solution of the system
| mogeneoys System,
nce for Unit 4: Chapter VII, §

LANG, Springer Verlag and Chapte

€ctions 1, 9 of Introduction to Linear Algebra,
1ARESAN, Prentice-Hall of Indijq p

T_"/" of Linear Algebra A Geometric Approach,
Tate Limited, New Delhi.

5. Determinants (15 Lectures)

Definition of determinant ag an n-linear skew—symmetric function from

RnXRnXA...an__}Rn

such that determinant of (B!, E2 E™) is 1, where E/ denctes the j** column of the
p x n identity matrix [,,.

Determinant of a matrix as determinant of jtg cclumn vectors (or row vectors).

(i) Existence and uniqueness of determinant function via, permutations.
(i)
ii1)

)

Computation of determinant, of 2 % 2,3x3 matrices, diagonal matrices.

Basic results on determinants such ag det(A*) = det(A), det(AB) = det(A) det(B).
(iv) Laplace expansion of a determinant, Vandermonde determinant
triangular and lower triangular matrices.

(i) Linear dependence and independence of vectors in R"

(i) The existence and uniqueness of the s
with det(A) # 0.

using determinants.

ystem AX = B, where 4 is an n x n matrix
{iii) Cofactors and minors, Adjoint of an n x n matrix A.

Basic results such as A - adj(A) = det(A) - I,. An n x n real matrix A is invertible if

1
) . -1 =]
and only if det 4 70, A7 s det A

(adjA) for an invertible matrix A.
(V) Cramer’s rule.

eterminant as area and volume.

€nce foy Unit 5; Chapter VI of Linear Algebra A geometric approa.ch,
“ARESAN, Prentice Hall of India Private Limited, 2001 and Chapter VII Introduction
- Algebra, SERGE LANG, Springer Verlag. :

15
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Unit 6. Eigenvalues and eigenvectors (15 Lectures)

and eigenvectors of a linear transformation T : V' — Vv Wi

(a) (i) Eigenvalues
finite dimensional real vector space. g
(ii) Eigenvalues and eigenvectors of n x n real matrices and eigenspaces.

rey, B

(ili) The linear independence of eigenvectors corresponding to distinct €lgenva),,

G o I
matrix (linear transformation). ' 3

(b) (i) The characteristic polynomial of an n X n real matrix, characteristic rootg

(ii) Similar matrices, characteristic polynomials of similar matrices.

(¢) The characteristic polynomial of a linear transformation 7" : V' — V', where V y ﬁllit ]
) "
dimensional real vector space.

Reference for Unit 6: Chapter VIII, Sections 1, 2 of Introduction to Linear Al
SERGE LANG, Springer Verlag and Chapter 7, of Linear Algebra A Geometric App
S. KUMARESAN, Prentice-Hall of India Private Limited, New Delhi.

gebry)

The proofs of the results mentioned in the syllabus to be covered unless indiCate :
otherwise. :

Recommended Books
1. SERGE LANG: Introduction to Linear Algebra, Springer Verlag.

2. S. KUMARESAN: Linear Algebra A geometric approach, Prentice Hall of India Priwy
Limited.

Additional Reference Books
1. M. ARTIN: Algebra, Prentice Hall of India Private Limited.
2. K. HOFFMAN and R. KUNZE: Linear Algebra, Tata McGraw-Hill, New Delhi.

3. GILBERT STRANG: Linear Algebra and its applications, International Student Edition.
4. L. SMITH: Linear Algebra, Springer Verlag.

New Delhi, -

6. T. BANCHOFF and J. WERMER: Linear A

lgebra through Geometry, Springer Vel
Newyork, 1984, 9 TY, Spring

7. SHELDON AXLER : Linear Algebra done right, Springer Verlag. Newvork.

8. KLAUS.JANICH : Linear Algebra.

| 9. OTTO BRETCHER: Linear Algebra w
10.

ith Applications, Pearson Education.

GARETH WILLIAMS: Linear Algebra with Applications. Narosa Publication.

16
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gted LOPIES for rPl_ll‘,()l'mls/Auss'ip;m
SIgnmoaoents

homogeneous - system - of gy

L) (13) (202). (2,3), (3.3).

: Wihis Jy l”“l“t” HE (B

i) {

B ohelon form. Solving svstem AN = ;3 |,y G
! 2Oy Ganss elimination,

s ter '1. LA\ 548 .
pAces: Determining whether a given subset of

‘ ) avector space is a subspace.

b do sendence and independence of subsets of
B I of subsets of a vectol space,
i ding hases ol vector spaces.

Rank of a matrix.

am-Schmidt method.

ythogonal complements of subspaces of R? (lines and planes)

Lincar rransformations.

Nerermining kernel and image of linear transformations.

A\ [arrices of linear transformations.

lutions of system of linear equations.

Doterinants: Computing determinants by Laplace’s expansioll.

Applications of determinants: Cramer’s rule.

inding inverses of 2 x 2, 3 X 3 invertible matrices using adjoit.
inding characteristic polvnomial, eigenvalues and eigenvectors of 2x 2 amd 3 x 3 matrices.
Jues and eigenvectors of lincar transformations.

‘inding characteristic polynomial. eigenva

17
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S.Y.B.Sc. Paper 111

Computational Mathematics
Term 1

Unit 1. Algorithms (15 Lectures)

{a) Definition of an algorithm, characteristics of an algoritlim

Selection and iterative constructs in pseudocode, simple examples suchy ag

(i) Finding the number of positive and negative integers in a given set.
(ii) Finding absolute value of a real number,
(111) Exchanging values of variables

Sum of n given numbers.
(b) Searching and sorting algorithms, including

(i) Finding maxinmum and/or minimum element in a finite sequence of inteoers,

(ii) The linear scarch and binary search algorithms of an integer @ in a Hnito SO
distinet integers.

(iii) Sorting of a finite sequence of integers in ascending order. Bulble sort and insoij
sort.

() Algorithms on Integers:

(i) Computing quotient and remainder in division algorithm.
(ii) Converting decimal number to a binary number.
(iii) Modular exponent.

(iv) Euclidean algorithm-to find the g.c.d of two non-zero integers.
(d) Algorithms on matrices:

(i) Addition aud multiplication of matrices.
(i) Transpose of a matrix.

(iii) Power of a matrix.

B
(¢) Complexity of algorithm: Big O notation, Growth of functions. Time complexit!:
case, Average case, Worst Case complexity.

1l
s

Using big O notation to express the best. aver age and worst case belaviour fo
and searching algorithms,
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' v a
ting
‘()lnpu

idean algo
orithm

(ii) rithm.
uc
*%-u‘chillg alg
Q¢ i ]
'k ovial of a non-negative integer.
fFact

\ | of recursive and iterative methods,
501

Lpall®

U\llll

or Unit 1: Chapter 2, and Chapter3, Sections 3.4, 3.5 of Discrete Mathematics
re”if plications: KENNETH H. ROSEN, McGraw Hyj) Edition.
p

ts

, Graphs (15 Lectures)
{2

oduction L0 graphs: Types of graphs: Simple graph, Multigraph, psuedograph, directed
1l

! directed multigraph. One example/graph model of each type to be discussed.

) Graph Terminology: Adjacent vertices, degree of a verte

X, isoloated vertex, pendant
sertex in a undirected graph.

(i) The handshaking Theorem for an undirected

graph. An undirected graph has an
even number odd vertices.

sone special simple graphs: Complete graph, cycle, wheel in a graph, Bipartite graph,
egular graph.

Representing graphs and graph isomorphism.

(i) Adjacency matrix of a simple graph.
(i} Incidence matrix of an undirected graph.
(i} Isomorphism of simple graphs.

1
Comnectivity: |

| |
(i) Paths, circuit (or cycle) in a graph. , |
i) Connected graphs, connected components in an undirected graph, A strongly
‘inected directed graph, A weakly connected directed graph. A cut vertex.

(‘Olmecting paths between vertices.
v Pat]

(v

i)
15 and isomorphisms.

Euler paths and circuits, Hamilton paths and circuits.
Dira¢’ T
A¢'s Theoren . Ore’s Theorem

) S0, : .
) Shortegt bath problem. The shortest path algorithm - Dijkstra’s Algorithm.

19
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(f) Planar graphs, planar representation of graphs, Euler’s formula, Kur&tOva] , "
K1’y T ‘
|

(statement only). ly, B
"ﬁh &

Reference for Unit 2: Chapter 8, Sections 8.1, 8.2, 8.3, 8.4, 8.5, 8.6, 8.7 3
Mathematics and Its Applications, KENNETH H. ROSEN, McGraw Hjj; Editz{n DiScr

Unit 3. Trees (15 Lectures)

(a) (i) Trees: Definition and Examples.
(ii) Forests, Rooted trees, subtrees, binary trees.
(iii) Trees as models.

(iv) Properties of Trees.
(b) Application of Trees:

(i) Binary Search Trees, Locating and adding items to a Binary Search Tree.
(ii) Decision Trees (simple examples).

(iii) Game Trees, Minimax strategy and the value of a vertex in a Game Tree.

Exanph
of games such as Nim and Tic-tac-toe. "k 1

(c) Tree Traversal, Traversal algorithm including preorder traversal, inorder traver 1
postorder traversal using recursion. 4

(d) (i) Spanning Tree, Depth-First Search and Breadth-First Search.

(ii) Minimum Spanning Trees, Prim’s Algorithm, Kruskal’s Algorithm

(The Proofs of the results in this unit are not required and may be omitted).

Reference for Unit 3: Chapter 9, Sections 9.1, 9.2, 9.3, 9.4, 9.5 of Discrete Mathemati
and Its Applications, KENNETH H. ROSEN, McGraw Hill Edition.

Term 11

Unit 4. Application of Integration (15 Lectures)

(a) (i) Area between two curves.

(ii) Volumes by slicing, volumes of solids of revolution.
(iii) Lengths of plane curves:

(iv) Areas of surfaces of revolution.

(b) (i) Improper integrals of two types:

(1) The limits of integration (one or two) are infinite,

20
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) ]““.m-;uul being inlinite at one of (e
B ‘

end points i ' -

v . i S OU Al nmtertor pott.
eraenee of improper integrals !
) o ’

Tests of

Sts of convere o :

N . 3 cen oy A o

i pirect comparison test and | o nd diversence.
I

quprod

it form of '
COMDnris SURb [ '
¢ tegrals, Hipartson test, Pvaluation of convergent

| pplications
) Finding area of ancinfinite vepion,
\

o Volume of solids of revolution of infiyie o,

\ -

slot abont r-axis or g-axis.

Qo function and Stivling formula,

it

. . e ot ‘ |
Soce for Ul“; 1 (lhr(f:[,'i(é;d. Sections ?1 5.2, 5.3, 5.1, 5.9, 5.6 and Chapter 7. Section
.: a : V . > e L Bl
C;\lx‘uhlh ant \} nalytic Geometry. G.B. THOMAS and R. 1. Fixyey. Noith Editon.
Wesley. 1998,

.. Numerical Methods (15 Lectures)

Jots of equations 1 one variable: Bisection method. Newton Raphson nethod. Secant

wthod. Fixed point iteration method and to use it to find roots of equations.

UVETECICe, limitations and algorithm for each of the above methods.

cowton Raplison method for a system of nou-lincar equations. Multiple roots by Newton
Raplison method and polynomial deflation.

sots of polvnomial. Fundamental Theorem of Algebra (statement only). Descartes rule
{ sion. Muller's method.

[ factorization of a matrix where L is a lower triangular matrix and U7 is an upper
danenlar matrix. Doolittle LU decomposition. Cholesky deconiposition.

rence for Unit 5: Chapter G, Sections 6.1. 6.2, 6.3, G.D. G.6..6.8. 6.9, 6.10. 6.12. 6.13.
616 and Chapter 7. Section 7.7 of Numerical Methods. E. BALAGURUSWAMY. TATA
w Hill.

6. Numerical Solution for Ordinary Differential Equations (15
urcs)

bolution of Initial value problem of an ovdinary first order differential equation:

1) One step methods: Taylor series method, Picard’s method. Euler's method. Heun's

wethod, Polvgon method, Runge-kutta method of 2 order, 41" order.
(i) Accuracy of one-step methods

3 first order differential equation:

1t . . . . .
Won of Initial value problent of an ordinary

21
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il L wrrector metliods):
(i) Multistep wethods ([)rmhmm -' Correctol )
Adans-Bashforth-Moulton wethod.

G Acenracy of mmltistep moethods

3.2, 13.3. 13.4. 13.5, 13.6, |

TATA MeGraw i)™ 13,

Reference for Unit G: Chapter 1.3, .‘wrlm!iﬁ, ‘l\\;'\\l\’
and of Numerical Moethods, 14 BALAGURUSWARY:

Recommoended Books

I Wexyern 1. Rosey @ Discrete Mathematics and Its Al’l)llcationsl Mo
. iy,
Fditon. |

2
gt

Y BrRNArDd KoLMaN.  Rossrr Bussy, SHARON Ross: Discrete Mathg,
ity

Structures. Prentice-Hall India.

. 2
e

Nonrvax Bieas: Diserete Mathematics. Ozxford.
Dovaias B WesT  Introduction to graph Theory, Pearson.

G.B. Tnosmas and R. L. FINNEY: Calculus and Analytic Geometry, Nipg By
Addison-Wesley., 1998. |

. BALAGURUSWAMY: Numerical Methods, TATA-McGrmu Hill.

Additional Reference Books
1. FRANK HARARY. Graph Theory, Narosa Publication.
2. R.G. DROMEY. How to Solve it by computers, Prentice-Hall India.

3. GrauAr. Knvri and PatasuNik: Concrete Mathematics. Pearson Education Asials
Price Edition. ‘

1. IKENDALL ATKINSON : An [ntroduction to Numerical Analysis, Wiley Student Editi {

5. RICHARD BURDEN and DOUGLAS FAIR.ES: Numerical Analysis, Thomson Books/Col {

G. Tnonas H. COrRMEN, CHARLES E. LEISENON and RONALD L. vaEs'q‘:;l_[ntmductrﬂ :

to Algorithms. Prentice Hall of India, New Delhi, 1998 Edition.

Suggested topics for Practicals
(1) Linear and binarv search, sorting.
(2) Algorithms on integers and matrices.

3) Recursive algorithms.
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. grapha counting the degree of ver

ing a given graph by an adjacency matr ,
adjacency matrix, "X and drawing a graph having given

\lillg

ti
I €es and number of edges.

. /Sent
epre

(ii) 11111t‘1'ix as
: ,ther the given pairs of gr - ,
g whetl graphs are 1somorphic,

il :
e jsomorphism betwee

3

_ g all
L1-?.\'

n the 1somorphic graphs or proving th
Lether the given graph is connected or ot

| components of a graph,

mbit-i“ at none exists).

rmining W
{ink (‘011110(‘1‘(‘(
o trongly connected components of g graph
| ‘ ;

g cut vertices.

_ dctt’l'mine whether the given graph is a tree. Construction of Binary Search Tree and
0

jications to sorting and searching,
“}\p 1%
panning Trees. Finding Spanning Tree using Breadth First Search and/or Depth First
;Cm’(‘h .
(W AppliC‘dtiOlls of integrals: Finding
RYER

(i) Area between two curves.

(ii) Volumes by slicing, volumes of solids of revolution.
(i) Lengths of plane curves.
(iv] Areas of surfaces of revolution.

(b) Improper Integrals.

Bisection Method, Newton Raphson method.

Secant method, fixed point iterative method to find root of equation, Muller’s method.
) LU decomposition (Doolittle method, Cholesky method).

) Luler's method, Heun’s method

funge-Kutta method of 2" order, 4% order.

Milue-Simpson method, Adams-Bashforth- Moulton method.
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nd Paper Pattern

Evaluation Scheme a

and Paper IT)

Evaluation Scheme

(For Paper 1

. Maximum Marks Maxim
Examination aftar um I\/Ia
conversiol‘;(s
60
First Term 40
0
Second Term 6 40
Tutorial 10
Assignment/Project 10
Total 100

Evaluation Scheme (For Paper III)

Examination Maximum Marks Maximum Marj
after conversion
First Term 30
Second Term 30
EP}racti.cad | 40
Xamination (35 for experiment
5 for Journal)
Total

100

Standard of passing in the subject, of Mathematics at S.Y. B. A.

To pass in the subject of Mathematics at SY B.A. sty it il ol

at least 4 mark i '
s out of 20 in tutorials ang assignments/project/case study and

24
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A S,

] H ¢ l‘l“\‘”‘\ ]Ull” l«‘l'ﬂ dll(l I\\‘\]z_’l]]n(\l”\ / I)
" - Case study t

toject TG T
aken togethop i

'{ \1 ”]\\ “1 llll()lhl]\ “«MH—“N“'&%“’"“ T— e
/
! ;“1(1 .\.“HI},JHH( nts / 'I‘h[\()r-v ’ ll N .
I'..;n" 1 ]unl( cl case study ‘ ! e P“HH”WJ
| I \]nmnmn \I
\| AR ‘\””mll L \Imn * S — P
| mun ! \l Ax
S I T s [ Mininii
LU U — “T('"‘”' -
1 N Noar ———oIL : T
v
;
_—

—

{ passing in the subject of Mathematjes at 5.Y.B.Se

Lo subjedt of Mathematics at S Y B, g student must secyre

V ‘\i.“‘li i

, Jeast | 1 wks oul ol 20 in tutor 1(\lb and (1\\1“1“1101”%/ I)I()]O(t/(ﬂﬁ(_‘ Htll([V ancd

16 marks out of 30 in theory in cacly of the Paper I and Paper II and
12 marks out of 60 in Paper 111 and

91 marks out of 260 in paper 1, IT and []] theory taken together.

\ loast 14 marks cut of 40 in practical of Paper I11.

1 e will be two heads of passing.

— | Marks in tutorials
Paper and assigniients / Theory Head of Passing
L project / case study
Maximunn | Minimum | Maximum | Minimum | Maximum | Vomimum

1 0 a0 04 0 16

- 20 04 80 16

11 G0 12
mll Theory. Tutorials and Assignments / Project 260 91
LI / Case study taken together ’
T Practical ) 40 14

IFa student fails to ger mininmum 4 marks in tutorials and assignments / project / case
sdv i any of the paper. the student shall submit tutorial and assignments / project /
ase study within two months after declaration of the result. The appropriate ordinances
aul regulations will be applicable after evaluating tutorials and assignments / project/

e study. Failure of submission within the stipulated time will result in his/her not
p(ts.\]llg_

Muks in Tutorial and Assignments / Project / Case study taken together (out of 20) in
“h paper shall he shown separately on statement of marks.

I stugleny fails in theory (term end examination) and has secured at least 4 marks i
MOl ) assigiunents / project / case study in each of the paper, the marks in tutorials

il(m;unucms / project / case study will be carried further. The appropriate ordinances
el o silations will e applicable after evaluating for term end examination.

o
s
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Paper Pattern - Term Ind [Sxamination
D, "
For Paper 1. Paper 11 and Paper 111

. ) vt oy 9 His,
Duration for Term End Examination - 2 [
Maxinnn marks - 60, =
A questions are compulsory,

. Maximuiy
Questions Term | Term II : i M Ma, iy,
arks Mal‘kg 1'111
Opg: " th
1 =4
Q1 Based on Unit 1, Based on Unlt‘4. 15 2 o, .
Unit 2 and Unit 3 Unit 5 and Unit 6
1/ =
Q2 Based on Unit 1 Based on Unit 4 15 6 ”
. r ~
Q3 Based on Unit 2 Based on Unit 5 15 22 o 2
cos ' = <
- QA Based on Unit 3 Based on Unit 6 15 2.5 7
Total Marks 60
Paper Pattern - A.T.K.T
For Paper I, IT and 111
Duration for A.T.K.T Examination - 3 Hrs.
Al questions are compulsory. .
Questions Section I Maximum Marks Maximum Marks

with Options

Q1 Based on Unit | 'S 22 or 23
Q2 Based on Unit 2 15 22 or 23
Q3 Based on Unit 3 15 22 or 23
Section I1
Q4 Based on Unit 4 L 22 or 23
Q5 Based on Unit 5 15 22 or 23
Q06 Based on Unit 6 15 22 or 23
Total Marks 90

I ATK.T. Examination, the marks secured by the student in ecach of the Paper | and P

[ (mft (of 90 to be converted out of 80. rounded off to the next integer. In Paper IIL the "
out o 90 to be converted out of 60. rounded off to the next inteoer
! ger.

2
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. and Evaluation: The tutorials g
rsity guidelines. During each tutoria
question between the teacher aypg th
al -1iul book. Bach tutorial should be
q“?‘ltioll and performance of a student g
1()11 The tutorial note book should be
ified by the concerned teacher ang tl

e , a8 ]
student, The same should be entered in
evaluated oyt 0

S : total aggregate should
maintained throughout the year and should

1e head of the departinent /senior teacher in

_after which the students should submit the assignme
hmted out of 10 marks and the average of the totg] 3
wsignment note book should be maintained throughout th
pe concerned teacher and the head of the department /se

nt. Each assignment should be
ggregate should be taken. The
e year and should be certified by
nior teacher in the department.

 Projects/Case Study

Conduct and Evaluation: A student may submit a project/case study in paper I and/or
Paper 11 instead of assignment in that paper. The student should submit a project/case
study report in Mathematics of about 10 typed pages (the number of pages should not

exceed 20). The topic of the project/case study should be selected in consultation with
the teacher.

The topic can be of expository / historical survey / interdisciplinary nature
and the material covered in the project/case study should go beyond the scope
of the syllabus. The student should clearly mention the sources (book/on-line)
used for the project/case study. The use of Computer Algebra System (CAS) such as
Mathematical softwares should be encouraged. The project/case study may be done under
the supervision of a faculty member in-a College / Institution / University of Mumbai.

The following marking scheme is suggested for the evaluation of projects:
30 percen)t marks: exposition

20 percent marks: literature

20 percent marks: scope

10 percent marks: originality

20 percent marks: oral presentation
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