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SYLLABUS
Objectives:
1. To introduce fundamental concepts about statistical application to psychology
2. To help learners to understand applications of statistics and learn numerical methods associated with
them
3. To introduce multivariate methods and computer applications to statistics
4. To be able to use R for all statistical methods taught in the course.

Unit 1. Preliminary Concepts

a.
b.

Probability: axioms, random variables, expected value, central limit theorem

Distributions: discrete distributions- binomial, poisson; continues distributions: normal, t, F, chi-
square, jointly distributed random variables.

Inference: estimation theory, statistical hypothesis testing, types of errors. Properties of estimators,
methods of estimation: least square, maximum likelihhod. Bayesian inference. CLT; LLN; Cramér—
Rao inequality; Rao Blackwell Theorem

Descriptive statistics: central tendency and variability, power and effect size. Testing for normality
and outliers.

Unit 2. Inferential statistics: inference about location

Two group differences: ¢ test- independent and dependent samples. Bootstraping.

Multi-group differences: one-way ANOVA: independent and dependent samples. two-way ANOVA:
independent samples

Wilcoxon sign-rank test; median test; U test; Kruskal-Wallis test

MANOVA and discriminant function analysis

Unit 3. Association, prediction and other methods

a.

Correlation: product moment, partial correlation, special correlations.

Linear regression (OLS)

Nonparametric correlations: Kendall’s tau; Spearman’s rho; measures for nominal data, chi square,
binomial test, proportions test.

Multiple regression, logistic regression.

Unit 4. Factor Analysis and Software Packages

aeo o

Factor analysis: basic concepts, methods of extraction and methods of rotation

Confirmatory factor analysis.

Structural Equations Modeling.

R: syntax, data management, Descriptive; graphs; basic and multivariate statistics in R; R GUI, other
software.
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PRELIMINARY CONCEPTS -I

Unit Structure :
1.0 Objective
1.1 Probability
1.1.1 Axioms of probability
1.1.2 Random variables
1.1.3 Expected value
1.1.4 Central limit theorem
1.2 Probability Distributions
1.2.1 Discrete distributions - Binomial and Poisson
1.2.2 Continuous distributions - normal, t, F, chi-square
1.2.3 Jointly distributed random variables
1.3 Summary
1.4 Questions
1.5 References

1.0 OBJECTIVES:

After studying this unit a student will be able to:

e Understand preliminary concepts in statistics

e Understand basics of probability and solve related sums
e Understand what is central limit theorem

e Understand different probability distributions, their formulae and
application

1.1 PROBABILITY

In the field of humanities, especially Psychology, research has obtained at
most importance. What is setting Psychology apart from common sense is
that Psychological theories are backed up by empirical support. Empirical
investigation requires unbiased data collection and statistical analysis in
order to generalize the results obtained from the data. The analysis that is
done on sample is known as statistics whereas analysis done on population
is known as parameter. A researcher’s aim is to estimate parameters based
on statistics. Since the researcher does not have access to the population but
can only “estimate” its value from sample, the phenomenon of probability
comes into the picture. In simple words, statistics helps you infer what is
the ‘most probable’ population parameter given the current sample data.



Statistics in Psychology

Probability refers to the possibility or chance of an event occurring. It is the
chance that a specific event will occur out of all the possible events that can
occur. For example, probability of getting number 3 when rolling a fair dice.
Outcomes of an event are often discussed in probabilistic terms as you can
never assert something 100% certain about future.

The most basic way to estimate probability of an event is to divide number
of desired outcomes with total number of outcomes possible. For example,
for the above stated example, number of desired outcome is onlyl (number
3) and number of possible outcomes is 6. Therefore probability of getting 3
when rolling a fair dice becomes 1/6. Probability of any event will always
range from O to 1.

Some of the important terms to remember when solving probability related
problems are:

S: Sample space. All the possible outcomes
Events: A subset of a sample space
P(A)= Probability that event A will occur

For example, outcome numbered 1,2,3,4,5,6 are all the 6 possible outcomes
when rolling a fair dice and hence they become its sample space. Obtaining
number 3 is a subset or event of this sample space which can be indicated
as P(A)= Getting number 3; P(A) = 1/6

An event in probability refers to any occurrence. For example, probability
of getting number 3 when rolling a dice is an event, probability of getting
heads when tossing a coin is an event, probability of Tina getting selected
as class monitor out of 10 candidates is an event.

Empty set or null set : set with no events in it. Indicated by @ or { }

Union . Putting two sets together into a larger set. A
or B or both. For example, Red ball or green
ball

Intersection : Finding only the common outcomes between

the two sets. A and B. Red ball and green ball.

Complements : Complement of an event A is all the events
fromthe  sample set S, that are not part of
A.S={1,2,3,4,5,6}, A={3,4}, Ac={1,2,5,6}

Independent events . events that can occur at the same time without
affecting each other

Mutually exclusive events : when occurrence of on event prohibits
occurrence of other

Exhaustive events : when a set of events includes all the possible
outcomes, it is called as an exhaustive event.

We will encounter some more advanced terms as we proceed.



1.1.1: Axioms of probability Preliminary Concepts -1

The axioms of probability can be thought of as already proven principles or
rules that do not require any further evidence. These rules are taken as it is
and applied to solve probability related problems. Following are the three
of the most important axioms of probability:

(E1 is any event in sample space S)

Axiom1l Probability of event E1 is between 0 and 1
0<El<I1

Axiom2 Probability of sample space is 1
P(S)=1

Axiom 3:

If events in a sample space are mutually exclusive, then the probability of
their union is the sum of the probability of those events

P(ELUE2UE3-+-)=P(E1)+P(E2)+P(E3)+---
AB = {}, P(A U B) = P(A) + P(B)

Some more useful rules of probability based on these axioms include:
1) P(A)=1 - P(A%)

2) P (AUB)=P(ANB®) + P(B)
=PBNAS) + P(A)

3) P(AUB) = P(A) + P(B) - P(ANB)........ the addition rule

4) P(AUBUC) = P(A) + P(B)+P(C) - P(ANB) - P(ANC)- P(BNC)
+P(ANBNC)

5) P(ANB) =P(A)*P(B)......... given that A and B are independent events
6) P(E) </=P(F) if E is subset of F
1.1.2: Random Variables

A random variable is a variable that takes on numerical values according to
a random procedure. If X is the random variable, x are the values random
variable X can take on.

For example., if you are given two problems to solve. 1 point is given for
correct answer. Random variable y = points earned

All the possible outcomes will be :

Both the answers correct SS, points earned will be 2, therefore value of y
will be 2.

First is correct second is incorrect SF, value of y will be 01

First is incorrect second is correct FS, value of y will be 01 3
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Both the answers incorrect FF, value of y will be 0
S = (SS,SF,FS,FF)

P(y=0)= 1/4
P(y=1) = 2/4
P(y=2)= 1/4

There are two types of random variables - discrete random variable and
continuous random variable. A discrete random variable is the variable that
can take only specific values in the given limit. For example, number of
students present in class today. If the class strength is 60, there can only be
either 0,1,2 or 3.....or 60 students present in the class. There cannot be, lets
say, 33.46 students present. This means that the variable of number of
students present in class can only take specific values between 0 to 60. On
the other hand, if we take variable of amount of water in a bottle with the
capacity of 50 litres, at any point, the amount of water can take any possible
value between 0 to 50 such as 1 litre, 2 litre, 6.7778492 litres, 42.889530
litres, etc. Such variables are called as continuous variables. Thus, contrary
to a discrete random variable, a continuous random variable is a variable
that can take any possible value within given limits.

1.1.3: Expected value

In simple words, expected value refers to average of the values of random
variable. It is indicated as E(X). With respect to data such as

X =6,6,6,2,7,7 average or mean can be computed by adding all the values
and dividing it with number of values in the data. In this case it would be
6+6+6+2+7+7 / 6 = 5.66. The same example can be expressed as :

6+6+6+2+7+7

6

6(3)+2(1)+7(2)

6

(3/6) + 2 (1/6) + 7 (2/6)

If you have noticed it, the values in the bracket in the above step is nothing
but probability of that value. That is, in the data set of 6,6,6,2,7,7,
probability of value 6 is 3/6, probability of value 2 is 1/6 and that of value
71s 2/6. Thus, we can compute mean or expected value of a random variable
X by multiplying each value of X with its own probability and adding it for
all the values of X. Therefore, the formula for expected value of a random
variable is :

EX)=2Zxp(X)eeeeeeneiinann for a discrete random variable



Expected value of a continuous random variable is expressed as:

ElX] = fxmaxxf(x)dx

xmin

Source: Google images

Variance is another important measure of central tendency after mean.
Variance gives an estimate of magnitude by which values in a data set vary.
It is the average of the squared deviations of each value of X from its mean.
In case of random variables, variance can be expressed as :

Var (X) = E[(X-W1 oo u refers to population mean
or

Var (X) = E[(X)? - [E(X)]?

1.1.4: Central limit theorem

Central limit theorem is one of the most useful theorems of statistics,
especially for social sciences like Psychology. We are able to perform a
variety of inferential statistical tests and draw conclusions, owing to this
theorem. According to this theorem, if we take multiple samples from a
population and compute mean for each of these samples, the histogram of
all these means will approximate a normal distribution , irrespective of the
shape of its parent population, given that samples are large enough. Several
parametric statistical tests require population of the sample in question to
be a normal population. However, we do not often have access to the entire
population to check its normality. But, based on this theorem, we can use
any parametric test by simply ensuring that we take a very large sample for
study.

1.2. PROBABILITY DISTRIBUTIONS

In simple words, the shape that a particular data takes when it is plotted on
a graph is called as its distribution. A probability distribution is a formula
that allows us to compute possibility of specific values that X random
variable can take. Based on the types of random variables there are two
types of probability distributions : Discrete random distributions and
Continuous random distributions. Let us study some of the important
distributions under each category. In case of discrete random variables, the
probability distribution formula is called as Probability Mass Function
(pmf), whereas that for a continuous random variable is called as Probability
Density Function (pdf).

1.2.1: Discrete distributions

As stated earlier, distribution of a discrete random variable is called as
discrete distribution.

Preliminary Concepts —I



Statistics in Psychology

A)

Binomial distribution

A situation must meet following conditions for random variable X to
have a binomial distribution

e  Thereisafixed number of trials involving some kind of random
process

e  There are only two possible outcomes for each trial : success or
failure

e  The probability of success is same for each trial.

e  The trails are independent ( one outcome does not influence
another outcome)

The probability of success is indicated as p and the probability of
failure is indicated as g. Since these situations involve only two
possible outcomes which is success and failure, the possibility of
failure can also be indicated as (1-p).

An example of binomial variable would be if a class consists of 10
students, what is the probability that 6 students will pass the exam
given that probability of passing exam is 0.75 which is same for all
the students. This situation is meeting all the above mentioned
criteria- there is a fixed number of trials (10 students), there are only
two possible outcomes fore each trial (pass/fail), Probability of
success is same for all the trails and each trial that is, possibility of
each student passing is independent of other student passing the exam.
Another example would be the probability of getting 2 heads if one
flips a fair coin thrice.

Probability mass function for a binomial variable is :

P = ()% prx (1-pe
Here,

x refers to the value of the random variable whose probability we are
trying to estimate

P refers to probability of success

1-p is probability of failures

n is total number of trials.

The expression x trials out of n total trials can be solved as:

n!

(n-x)! x x!



B)

The symbol of ! is solved by multiplying the value in question(x) with
(x-1), (x-2), (x-3)...... 1. For example, 6! would be 6 x 5 x4 x 3 x 2
x 1=720.

If the question is to estimate probability of 6 out of 10 students passing
in the exam given that the probability of passing in the exam is 0.75,
X =6,n=10,p=0.75, (1-p) = 0.25.

10!

x (0.75)5 x (0.25)*
(10-6)! x 6!

Putting everything in the formula, the answer turns out to be 0.11.

The expected value and variance of a binomial distribution can be
computed as :

E(x) =np
Var (x) =n x p x (1-p)
Poisson distribution

The Poisson Distribution was developed by the French mathematician
Simeon Denis Poisson in 1837. The Poisson distribution is
the discrete probability distribution of the number of events occurring
in a time period, given the average number of times the event occurs
over that time period.

Conditions for Poisson Distribution:

e  Anevent can happen for any number of times during the given
time period.

° Events happen independently. In other words, if an event
occurs, it does not affect the probability of another event
occurring in the same time period.

° The rate of occurrence is constant; that is, the rate is the same at
any time of the day or date

e  The probability of an event occurring is proportional to the
length of the time period. For example, it should be twice as
likely for an event to occur in a 2 hour time period than it is for
an event to occur in a 1 hour period

For example, if you know that a hotel inquiry desk gets on an average
12 calls during 4 to 10 pm everyday and you want to estimate
probability of them getting 16 calls today, poisson distribution will
help you estimate that.

Probability mass function for a poisson distribution is :

AExet

P(X:X) = —X_‘—

Preliminary Concepts —I
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Here,

lambda () is the parameter, that is, number of times an even occurs
in an average in a given time period.

e is the Euler’s constant which is = 2.71

x is the value of random variable x whose probability we want to
estimate

Lets solve an example. If a sales woman sales 3 lipsticks a week, what
is the probability that she will sell 5 lipsticks this week?

Here, L is 3, x is 5 and e as always is 2.71. Adding all these values in
equation,

35 x (2.71)°

P(X=5) ==,

The answer turns out to be 0.10

Mean and Variance of a poisson distribution can calculated using
following equation:

E(X)=\A
Var(X) =21
1.2.2: Continuous distributions

As discussed previously, continuous distribution refers to distribution of a
continuous random variable. Some of the most useful of these variable
include normal distribution, t distribution, f distribution and chi square
distribution

A) Normal Distribution

All of us are familiar with a normal curve. A data is said to be normal
when it is spiked at the middle and tapers down to both the ends. It is
one of the most useful distributions in statistics.

99.73%

95.44%

-+
2y

68.26%
—2

e

34.13%| 34.13%

13.59% 13.59%

30 20 lo Mean lo 20 30
Image source: Google images



B)

C)

The parameters of a normal distribution are p and 6% Some of the
important characteristics of a normal distribution include the fact that
it is asymptotic (never touches axis at either ends), mean, median and
mode of normal curve are the same, it extends from positive infinity
to negative infinity and its skewness and kurtosis is zero. Normal
distribution is generally expressed as X~ N(,6?) Probability density
function of a normal distribution is indicated as:

—(x—p)?
e 202

1
flx) = s

Image source: Google images

Here, pi and Euler’s constant are two constants involved in the
equation. Pi~3.14, e = 2.71. x is the value of random variable whose
probability we want to estimate, p is mean of the distribution and &2
is the variance of the distribution.

Chi square distribution

This distribution is at the heart of the very famous chi square test
which is used when data falls on nominal scale. Chi square is
indicated as y. Chi square distribution is made up of Z distribution. Z
distribution is a normal distribution with mean 0 and standard
deviation of 1 ; N(0,1). In very simple words, a chi square distribution
is the sum of multiple z distributions squared. Degrees of freedom (df)
for such a distribution is number of independent z distributions that
the chi square distribution is made up of. If a chi square distribution
is made up of 6 Z distributions then its df becomes 6.

XZZZZZ

Mean of a chi square distribution is k and variance is 2k where k refers
to df of the chi square. Addition of two independent chi square
distribution also gives another chi square distribution. As its df
increases, chi square approaches a normal distribution. Probability
density function of chi square distribution is:

V252 - \(2k-1)
F distribution

The popular ANOVA test follows f distribution. An f distribution is
obtained by dividing two independent chi square distributions(?1 and
¥%2) which are in turn divided by their own degrees of freedom.

y21/dfi

F= y>2/df>

An f distribution approaches normality as its dfs become large. Mean
of f distribution is df./(df.-2) for df2> 2 and its variance is

Preliminary Concepts —I
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D)

2 df? (dfi +dfr -2)
dfi (dfs - 2)? (df>- 4)

t distribution

This distribution is at the heart of one of the most popular statistical
test which is t test. It can be obtained with the help of an independent
Z and chi square distribution with k degrees of freedom.

.z
b=k

If F distribution has dfi=1, then square root of F distribution will
provide a t distribution. A t distribution approaches normality as df
becomes approximately 30 and more. That is why the traditional rule
of thumb suggests researchers to obtain a sample size of at least 30.
The expected value of t distribution is 0 and variance is k/(k-2).

1.2.3: Jointly distributed random variables

A joint probability can be defined as two events happening at the same time.

For example, probability of a student being a girl and living in Pune or
probability of a target being red coloured and triangle. Joint probability of

two events X and Y is denoted as p(X,Y). If events X and Y are independent
then their joint probability can simply be calculated by multiplying

probability of each one of them - p(X) x p(Y). However if the two events
are not independent then a more complex procedure is required.

1.3 SUMMARY

Probability refers to the chance that a specific event will occur out of
all the possible events that can occur

Simple formula for probability is to divide number of desired
outcomes with total number of outcomes. For example, when rolling
a dice, probability of getting even numbers is 3/6

Axioms of probability are some basic rules that do not need to be
proved further. There are three basic axioms:

Axiom 1: 0<El<1
Axiom 2: P(S)=1
Axiom3: AB={} P(AuB)=P(A) +P(B)

A random variable is a variable that takes on numerical values
according to a random procedure. There are two types of random
variables- discrete random variables and continuous random
variables. Discrete random variables include those events where x can
take only specific values in the given limit whereas continuous
random variables can take any possible value in the given limit



Expected value refers to mean of a random variable and it is estimated

by formula E(X) = ¥ x.p(x). Variance of a random variable is
estimated by formula : Var (X) = E[(X)Z - [E(X)]?

Central limit theorem is one of the most useful theorem in statistics
which states that if we take multiple samples from a population and
compute mean for each of these samples, the histogram of all these
means will approximate a normal distribution , irrespective of the
shape of its parent population, given that samples are large enough.

Based on the types of random variables there are two types of
probability distributions : Discrete random distributions and
Continuous random distributions.

Some of the important distributions under discrete random
distributions include binomial and poisson distributions. Binomial
distribution is used in cases where an event can have only two
outcomes and probability of success is same for all the independent
trials. On the other hand poisson distribution is used when we know
the average number of times an event occurs in a given time frame
and want to estimate probability of that event occurring for a
particular number of times in a particular time frame.

Properties of binomial distribution include E(X)=np and Var(X) =
n*p*(1-p). Properties of poisson distribution include E(X)= A and
Var(X) =2\

Some of the useful continuous random variables include normal
distribution, chi square distribution, F distribution and t distribution.
Properties of each one of them is discussed in the chapter above

Joint probability refers to probability of two events happening at the
same time which is denoted by P(X

1.4 QUESTIONS

1)
2)

3)

4)

Define sample space if | flip a fair coin thrice

If three fair coins are flipped, what is the probability of getting at least
two tails?

If a six sided die is rolled, what is the probability of getting a number
that is at most 4?

P(A)=0.4 , P(B)=0.3, P(ANB)= 0.2, Given that all the events are not
mutually exclusive, then find:

P (AUB)
P (AC)

P (BC)

P (AUB)C

Preliminary Concepts —I
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5)

6)

7)

8)

9)

P (ANBC)
P (ACNB)
P (AUBC)
P (AC UB)

Calculate expected value for following data :

p(x)
0.17
0.48
0.35

N |~ |O (X

Studies have found that 40% of the patients of depression improve
after behavioral therapy. If six patients are treated with behavioral
therapy, what is the probability that 2 of them show improvements?

On an average a college help desk gets 7 phone calls per hour. What
is the probability that today they will receive 16 calls between 9 to 10
AM?

A statistician records the number of cars that approach an intersection.
He finds that an average of 2.7 cars approach the intersection every
minute. Assuming the number of cars that approach this intersection
follows a Poisson distribution, what is the probability that

A. 2 cars will approach the intersection?

B.  No car will approach the intersection?

C.  Less than 3 cars will approach the intersection?

D. 3 ormore cars will approach the intersection within a minute?

Explain continuous random variables.

10) Describe the relationship between chi square, F and t distribution.

11) Write a short note on joint probability distributions.

1.5 REFERENCES

Howell, D. (2009).Statistical Methods for Psychology (7th ed.).
Wadsworth.

Belhekar, V. M. (2016). Statistics for Psychology Using R. SAGE
publications.
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PRELIMINARY CONCEPTS - 1I

Unit Structure :

2.0
2.1

2.2

Objectives

Inference: estimation theory

2.1.1 Statistical hypothesis testing
2.1.2 Types of errors

2.1.3 Properties of estimators, methods of estimation: least square,
maximum likelihood

Bayesian inference
2.2.1 Cramér—Rao inequality; Rao Blackwell Theorem

2.3 Descriptive statistics: central tendency and variability
2.4 Power and effect size

2.5 Testing for normality and outliers.

2.6  Summary

2.7 Questions

2.8 References

2.0 OBJECTIVES

After studying this unit a student will be able to:

Understand process of statistical hypothesis testing

Understand different statistical estimators along with their properties
and methods to estimate them

Understand what is Bayes theorem and solve related sums
Understand and apply descriptive statistics

Understand concepts of power and effects size

Learn assumption of normality and ways to asses the same

2.1: INFERENCE: ESTIMATION THEORY, STATISTICAL HYPOTHESIS
TESTING, TYPES OF ERRORS

The fundamental problem of inference process in statistics is that we often
do not have access to the entire population. What we have is a limited
representative sample. For example, if a researcher wants to conduct a study
on stress among working women of India, it will be impossible to contact
each and every working woman in India and assess her stress levels.
However what the researcher can do is collect a representative sample of
working women from all over the India, assess their stress levels and based
on the values obtained estimate probable stress levels of all the working

13
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women in India with the help of suitable statistical test. Various statistical
tests allow us to estimate population value based on sample values.
Therefore the process of drawing statistical inference is also called as a
process of estimation. Sample’s values or measurable characteristics are
called as “Statistics” (For example, sample mean (X) and Standard
Deviation). Population value or measurable characteristics of the population
are called as “Parameters” (For example, population mean(pt) or population
Standard Deviation). A population parameter is unknown but sample
statistic is known. Since the population parameter is unknown, it is
estimated using sample statistic, whereas sample statistic is calculated using
data. Since the unknown population parameter is estimated using sample
statistic, sample statistic is called an “estimator”. The process of estimating
a population value from sample statistic is called estimation or statistical
inference. Population parameter is stable/constant whereas sample statistic
changes slightly when another sample is drawn hence it is a variable.

2.1.1 : statistical hypothesis testing

To understand the process of statistical hypothesis testing first of all,
understanding the concept of sampling distribution is important. Let us
continue with the same example of assessing stress level of working women
in India. Suppose we take one sample from a population and that population
has mean Y. We calculate statistic on the sample. Lets say we calculate

mean. lets call this mean of first sample as X1. Then we return this sample
to the population. Now we obtain another sample from the same population

and calculate its mean X2. Second sample is also returned to the population.
We keep on repeating the procedure. Thus, we shall have a large number of
sample means with us. If we take 500 such samples we will have 500 means
with us. These sample means shall follow a distribution. This distribution is
called a distribution of sampling means. The mean of the sampling
distribution is population mean. The SD of the sampling distribution is
standard error of statistics which is a fundamental requirement for null
hypothesis testing. Sampling distribution of means follows a normal
distribution. Each mean in the sampling distribution varies slightly from
each other it informs us about the chance of getting a specific value. You
can compute any other statistic on the collection of samples and plot it on a
graph, which will provide you a new sampling distribution.

There are two type of statistics - Null and alternative. Null hypothesis (Ho)
essentially asserts that the results obtained in sample are due to chance
whereas alternative hypothesis (H1) asserts that the results are not due to
chance but rather due to experimental manipulation. Further, null and
alternative hypothesis have sub types called as directional and non
directional hypothesis. An alternative directional hypothesis states direction
of the difference. For example, mean of group A is higher than mean of
group B. Whereas an alternative non directional hypothesis states there is
a difference between two groups without stating the direction of that
difference. For example, there is a significant difference between mean of
group A and group B.

Lets assume that a researcher collects data on stress levels of working
women in India and holds null hypothesis that the sample comes from a



population with mean 90 and SD = 15. Mean of 98 is obtained with SD 15
on a sample size of 500. Then the hypothesis are:

Ho = =90
Hi= 1 # 90

Once the null and alternative hypotheses are formed, one needs to work out
its sampling distribution. Sampling distribution of mean is normal
distribution. If we keep on taking random samples from a population that
has pu =90, there is some chance that we will obtain a sample with mean 98.

The null hypothesis significance would find the probability of obtaining the
value of mean 98 or more when the population mean is 90.

Lets say the probability of that is 0.0092. It means: if the population mean
is 90 then the chance of obtaining a sample with mean 98 is 0.0092 or
approx. 0.01

Researcher has 2 options:

1)  Accept that the sample has come from a population with 110 mean,
but due to sampling variation its a very unlikely value (accepting the
null)

2)  Accept that the sample | have drawn has not come from a population
with mean 110 as the chance of it is very low (rejecting the null).

The researcher will take this decision based on the prior set alpha level(a).
Alpha level can be thought of as the demarcation after which null hypothesis
is rejected. In simple words, it is the amount of error that the researcher is
okay with committing. If the alpha level is 0.05, then the researcher will
accept null hypothesis as long as the probability of obtaining sample value
is more than 0.05. If the probability of obtaining the given sample value is
less than 0.05, the researcher will reject the null hypothesis. The exact value
of the sampling distribution of the statistics at 5% level is called critical
value. If calculated value exceeds critical value, the null hypothesis is
rejected but if calculated value is lessor than critical value, the null
hypothesis is not rejected.

Critical
Value

Critical
Value

Monrejection

Rejection T Rejection
Region Region /R/egion

Figure 2.1: Area of rejection an retention.

Image source: Google images

This is how the process of statistical hypothesis testing is carried out.
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2.1.2 : Types of errors

Whenever we are testing a statistical hypothesis, we are essential estimating
probability of population value being a particular number given the sample
value. Since the inference is based on probability and not 100% guarantee,
there is always some chance of there being an error in this estimation
process. Accordingly, there are two types of errors in hypothesis testing.

Type | error is committed when one rejects the null hypothesis when in
reality it shouldn’t have been rejected. On the other hand, Type II error is
committed when one accepts the null hypothesis when in reality it is false.
Probability of type I error is called a and probability of type II error is called
B. As we try to reduce type I error, we end up increasing chance of type 11
and vice versa.

Null hypothesis (Hp) is
Table of error types o

True False

I Type Il error
Don't Carrect inference yp

reject | (Irue negative) (false negative)
(probability = §)

Decision (probability = 1-a)

about null

hypothesis (Hp) Correct inference

(true positive)

Type | error
Reject  (false positive)
(probability = a) | (probability = 1-5)

Figure 2.2: Types of errors in hypothesis testing
Image source: Google images

2.1.3 : Properties of estimators, methods of estimation: least square,
maximum likelihhod

As discussed earlier, since sample values allow us to estimate population
values, sample values are also called as estimators. There are two types of
estimators: point estimators and interval estimators. Point estimators, as the
name suggests, provide a single point based on which population parameter
can be estimated. Examples of point estimators include mean, correlation
coefficient, etc. On the other hand interval estimators provide a range within
which population value is likely to lie. Examples of interval estimators
include confidence interval, etc.

An estimator has some properties which make some estimators preferred,
more accurate, over others. These properties are further divided into two
categories: Small sample properties and Large sample properties. Useful
small sample properties include unbiasedness, minimum variance,
efficiency, linearity, BLUE and MSE.



An estimator is called as unbiased estimator when expectation or average
of sample value is population value. Mean is a well known unbiased
estimator. As encountered previously, if we collected several samples from
a population, compute mean for each of that sample and plot them on a
graph, the mean of such a distribution will turn out to be population mean.
An estimator is said to have minimum variance when its variance is smaller
than any other available estimator. An estimator among all the unbiased
estimator that has lowest variance is called as an efficient estimator. An
efficient estimator is called a best estimator. As the name suggests, a linear
estimator is the linear function of sample values. The acronym BLUE stands
for an estimator that is Best Linear Unbiased Estimator. Mean squared error
(MSE) of an estimator is the squared difference between estimator and its
corresponding population parameter. It is expected to be as low as possible.

Large sample properties of an estimator essential means how an estimator
behaves as sample size increases. These properties include asymptotic
unbiasedness, consistency, asymptotic efficiency, asymptotic normality and
sufficiency. The term asymptotic refers to the property of a distribution that
does not touch the X axis on either ends and extends from minus infinity to
plus infinity. An estimator is called as asymptotically unbiased when as
sample size nears infinity, expectation of estimator nears the corresponding
parameter. If estimator approaches true value of parameter as the sample
size increases, the estimator is called to be a consistent estimator. An
asymptotically unbiased estimator that has smaller variance among the
consistent estimators is called as asymptotically efficient estimator. When
sampling distribution of the estimator approaches normality as sample size
increases, it is said to have the property of asymptotic normality. Lastly,
when an estimator is a function of sample observations and uses all the
information available about the sample, it is called as a sufficient estimator.

Two of the competing methods of obtaining estimators include method of
maximum likelihood and the method of least squares. R.A.Fisher developed
the principal of maximum likelihood estimation. This method uses
something called as likelihood function. Likelihood function is the function
of parameter with data values being fixed. The method of maximum
likelihood tries to obtain estimator in such a way that this probability is
maximized. On the other hand, method of least squares tries to obtained
estimators in such a way that the squared difference between sample data
(estimator) and population parameter is as least as possible. The very useful
regression analysis is based on this method of estimation.

2.2 BAYESIAN INFERENCE

Bayes theorem or Bayesian inference is one of the most fundamental
theorems of statistics. It uses conditional probability- the probability that is
expressed in terms of if-then statements. Lets say that P(A) and P(B) are
probabilities associated with events A and B. P(A|B) is a conditional
probability, it is the probability of observing A given that B has occurred
and P(B|A) is a conditional probability, it is the probability of observing B
given that A has occurred. Then, according to Baye’s theorem,

P(B|A) x P(A)
P(B)

P(A|B) =

Preliminary Concepts - 11

17



Statistics in Psychology

18

Let is solve a sum. Floods are rare (1%) but heavy rain is fairly common
(10%) . 90% of floods make rains. Then estimate the probability of there
being a flood given that today there was heavy rain.

P(A) = Floods = 0.01
P(B)= heavy rains = 0.1
P(B|A)=0.9

Using Baye’s theorem,

P(B|A) x P(A)

P(A|B) =

P(B)
0.9 x 0.01
P(A|B) = 01
P(AB) = 0.09

Therefore, the probability of flood occurring given that it rained heavily
today is 0.09.

The Baye’s equation can be derived from basic law of conditional

probability.

According to the law of conditional probability,

P(ANB) _P(BNA)
P(A|B) = P(B) P(BIA)="""p(a)
Now,
P(ANB)=P(BNA) . .. (i)
Also,
P(ANB) = P(AIB)*P(B) P(BNA) = P(B|A)*P(A) orerre...... (ii)

Using (i) and (i),
P(ANB) =P(BNA)
= P(A|B)xP(B) = P(B|A)xP(A)

P(B|A) x P(A)
=PAB)= — @y
An alternative Baysian formula to estimate probability of B given A is

P(B|A)*P(A)
P(B|A)*P(A) + P(B|AC)*P(AC)

P(A|B) =

Let us solve a sum. 1% of people have a certain genetic defect. 90% of tests
of the genetic defect turn out to be true positive. 9.6% of the tests are false



positives.If a person gets a positive test result, what are the odds they
actually have the genetic defect?

Here,

P(A)= Genetic defect = 0.01, P(A® =0.99

P(B)= Positive test results

P(B|A)=10.9

P(BJA® =0.096

Putting all the values in the formula, the answer turns out to be 0.086.
2.2.1 : Cramér—Rao inequality; Rao Blackwell Theorem

The principle of Cramer-Rao inequality was presented by Herald Cramer
and Calympudi Radhakrishna Rao. It postulates that the highest amount of
variance any unbiased estimator can have is as least as Fisher’s information.
Fisher’s information is a method of estimating how much information a
sample estimator carries about population parameter. The one that has
lowest MSE out of all the unbiased estimators is then called as Minimum
variance unbiased estimator.

The principle of Rao Blackwell theorem was given by Calympudi
Radhakrishna Rao and David Blackwell. It states that if g(X) is estimator of
any population parameter theta and T(X) is a sufficient estimator then
conditional expectation of g(X) given T(X) is a better estimator of
population parameter theta. This theorem can be used to improve any
estimator by obtaining its conditional expectation given any other sufficient
statistic.

2.3 DESCRIPTIVE STATISTICS: CENTRAL TENDENCY
AND VARIABILITY

Measures of central tendency provide Provide measures of average or
central point of the data. The three measures of central tendency include
mean, median and mode. Mean is the most useful among them and it is
obtained by dividing the sum of scores (X) by number of scores (n). For
example for a data set of 5,5,6,7,3,2 mean would be 5+5+6+7+3+2/ 6 =
4.66. Mean reflects each score in the data set but is very sensitive to extreme
scores. It allows for calculation of a lot of inferential statistics such as t test,
ANOVA, etc. It is estimator of population mean . Median is the middle
score of the data. It is obtained by arranging data in ascending or descending
order and then identifying the mid point that lies at N/2th position. It is the
50th percentile of the data. It is less sensitive to extreme scores but has
limited usage for further algebraic and inferential statistics; it is useful for
ordinal data. Mode is that score in the distribution that has highest
frequency. A data can have more than one mode which is called as a
bimodal or multi modal data. A normal distribution, however is always
unimodal. This statistic can be used with nominal data however cannot be
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used in majority of the inferential statistics. Unlike mean, mode does not
represent entire data. It can only be used to describe sample properties.

Measures of variability help us understand how the data is dispersed in a
sample. Provides a measure of spread of the data around mean. Four of the
most popular measures of variability include range, quartile deviation,
average deviation and standard deviation. Range is the most simple
statistics that reflects the difference between the lowest score and highest
score of the data. It heavily depends on extreme scores. Interquartile range
solves the problem of heavy dependence on extreme scores. It is computed
by eliminating upper 25% and lower 25% of scores: Qs-Q1. If we divide
interquartile range by 2,we get what is called as semi quartile range. It is
less sensitive to extreme scores and more useful in skewed distributions
however it is affected by sampling variation. Average deviation calculates
deviation around mean by using formula:

X(Xi-X)|/n

Sample variance (S?) is the average of the squared deviation from the mean.
When used as an estimator of population variance, denominator changes to
n-1. Square root of variance is called as standard deviation. That is, standard
deviation is the square root of the average of the squares of the deviations
of each score from the mean. It is the most stable and reliable measure of
variability which is used in several inferential statistical tests such as t test
and ANOVA.

2.4 POWER AND EFFECT SIZE

Power of a test is its ability to reject null hypothesis when null hypothesis
is false in reality. It is denoted by 1-B. Power depends on following factors:

1)  Probability of type I error - power is higher for 0.05 than 0.01
alpha level

2)  Assample size increases power also increases
3)  True alternative hypothesis produces greater power
4)  Power for one sided test is higher than two sided test

Null hypothesis significance testing informs us whether difference between
two groups (populations) is non zero or not. The question of how large is
that difference can be answered by effect size. The popular method to
estimate effect size is Cohen’s D given by Cohen (1960). It can be computed
by using formula:

d=(X,-X,)/Sp

Here, X1 and X, refer to means of group 1 and 2 that are being compared.
Sp refers to pooled variance which is average variance of group 1 and 2.



A d value between 0.2 to 0.5 is considered as the small effect size, d value
between 0.5 to 0.8 is medium effect size, d value of 0.8 and above is
considered to large effect size

2.5 TESTING FOR NORMALITY AND OUTLIERS

The assumption of normality underlies majority of the inferential statistical
tests, especially the parametric tests. The assumption states that in order to
use any parametric test such as t test, ANOVA, etc, the population from
where study sample is derived should be normally distributed. This
assumption can be assessed by using graphical or statistical methods.
Popular graphical methods include QQ plots, GG plots, histogram, box
whisker plot, etc. Examples of statistical methods include skewness test,
Jarque-Bera test (JB test), W/S test, Shapiro Wilk’s test, etc.

Histogram is a test of normalcy where in if the joint bars take an
approximate bell shape, the data is assumed to be normal. However it is a
very crude method of assessing normality. The preferred graphical method
is QQ plots. A Q-Q plot is a scatterplot created by plotting two sets of
quantiles against one another. If both sets of quantiles came from the same
distribution, we should see the points forming a line that’s roughly straight.
Q-Q plots take the sample data, sort it in ascending order, and then plot them
versus quantiles calculated from a theoretical distribution. If a set of
observations is approximately normally distributed, a normal QQ plot of the
observation will result in an approximately straight line. QQ plot moves in
an upward direction when the data is positively skewed, it moves in
downward direction when the data is negatively skewed. On the other hand,
in the box whisker plot the bottom and top of the box is first and third
quartile which contains 75% of the observations. Horizontal line in the box
indicates median. Whiskers extend to the observations in each tail of the
data which is fourthest from the fourths but less than or equal to 1.5 times
the fourth spread (Q1-1.51QR, =10 Q3+1.51QR =90) IQR = Q3-Q1. The
outliers are plotted as individual points.

80
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Figure 2.3: Histogram

Image source: Google images
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Figure 2.4: Box whisker plot.

Image source: Google images

The statistical method of skewness is based on the characteristic of normal
distribution that its skewness is zero. It uses the formula gl= m3/m232
When g1 > 0 then the data is skewed to the right, when g1 < 0 then the data
is skewed to the left. Method of skewness and kurtosis for assessing
normality are also called as methods of moments. The JB test on the other
hand combines information from skewness and kurtosis test and follows chi
square distribution. The WI/S test of normality makes use of studentised q
statistic.

Traditionally, outliers are defined as those data points which are 3 standard
deviations above or below the mean. These values are extreme and do not
represent the true nature of the population. The outliers can be identifies
with the help of box whisker plots or a line graph. The outliers being
extreme scan affect further statistical calculations. Hence the popular
practice is to remove such outliers. However at times the researcher may
not be in a position to compromise on data after removal of outliers,
especially if it is a small sample size. In such cases the method of trimming
or winsorization can be used. The method of trimming involves discarding
some percentage of observations in the extremes of the data whereas the
method of winsorizing involves replacing most extreme values by
immediate less extreme values.

2.6 SUMMARY

e In social sciences, we often do not have access to population but we
have access to sample. We collect a representative sample and try to
estimate population value based on sample values. Sample values are
called as statistics whereas population values are called as parameters.
As sample value estimates population value it is also known as
estimator.



The process of hypothesis testing involves defining hypotheses first.
There are two types of hypotheses. Null hypothesis states that the
obtained sample results are due to chance whereas alternative
hypothesis states that obtained sample results are not because of chance
but because of experimental manipulation. Once hypothesis is defined
the next step is to work out sampling population. Based on the prior set
alpha level and obtained probability of getting sample values,
researcher either rejects or does not reject the null hypothesis.

Two types of errors are inherently involves in null hypothesis testing.
Type | error is when a researcher rejects null hypothesis when it should
not have been rejected whereas Type Il error is when null hypothesis is
accepted when in reality it is false.

An estimator has some properties which make some estimators
preferred, more accurate, over others. These properties are further
divided into two categories: Small sample properties and Large sample
properties. Useful small sample properties include unbiasedness,
minimum variance, efficiency, linearity, BLUE and MSE.

The two popular methods of deriving estimators are maximum
likelihood method and method of least squares.

Bayesian inference is one of the most fundamental theorems of
statistics that allows us to compute conditional probability of event A
given B based on probabilities of event A, event B and event B given
A.

Cramér—Rao inequality; Rao Blackwell Theorem further guide
selection of the most accurate estimator

Measures of central tendency and measures of variability are two types
of descriptive statistics. Measures of central tendency includes mean,
median and mode whereas measures of variability includes range,
quartile deviation, average deviation, variance and standard deviation.

Power of a test is its ability to reject null hypothesis when null
hypothesis is false in reality. Effect size helps us estimate how large is
the difference between two groups given that the difference between
two groups has turned out to be significant.

The assumption states that in order to use any parametric test such as t
test, ANOVA, etc, the population from where study sample is derived
should be normally distributed. Q-Q plots, histogram, box whisker plot
are some graphical methods to assess normality and methods of
moments, Shapiro wilk’s test, JB test are some of the statistical methods
of assessing normality.

2.7 QUESTIONS

1)
2)

What is estimation theory?

Describe the process of null hypothesis significance testing
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4)
5)

6)

Write a short note on types of errors
What is the assumption of normality and how to assess that?

In a particular pain clinic, 10% of patients are prescribed psychotropic
drugs. Overall, five percent of the clinic’s patients are addicted to
narcotics (including pain killers and illegal substances). Out of all the
people prescribed psychotropic drugs, 8% are addicts. If a patient is
an addict, what is the probability that they will be prescribed
psychotropic drug?

An advertising executive is studying television viewing habits of
married men and women during prime time hours. Based on the past
viewing records he has determined that during prime time wives are
watching television 60% of the time. It has also been determined that
when the wife is watching television, 40% of the time the husband is
also watching. When the wife is not watching the television, 30% of
the time the husband is watching the television. Find the probability
that if the husband is watching the television, the wife is also watching
the television?
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INFERENTIAL STATISTICS: INFERENCE
ABOUT LOCATION - |

Unit Structure:

3.0 Objectives

3.1 Two group differences: t test- independent and dependent samples
3.2 Bootstrapping

3.3 Multi-group differences: one-way ANOVA: independent and
dependent samples

3.4 Post hoc tests

3.5 Two-way ANOVA: independent samples
3.6  Summary

3.7 Questions

3.8 References

3.0 OBJECTIVES

After studying this unit students will be able to:

° Understand which inferential statistical tests are appropriate for which
data and study design

° Solve sums based on t test and ANOVA
° Differentiate between different types of t and ANOVA tests
° Understand the technique of bootstrapping

31 TWO GROUP DIFFERENCES: T TEST-
INDEPENDENT AND DEPENDENT SAMPLES

On many occasions in the field of Psychology researchers are interested in
knowing whether an independent variable has a significant effect on
dependent variable. This effect can often be inferred by studying whether
two groups that differed with respect to treatment received differ from each
other or not. For example, a researcher might be interested in knowing
whether using a particular method of memory enhancement actually leads
to improved learning among students. She may collect two groups of
students, lets say of size 100 each. Both the groups can be presented with
the same material to learn however one group will be instructed to
remember the presented material using rote learning method whereas other
group will be instructed to use imagery method. Further both the groups can
be asked to recall the material presented. The researcher may compute mean
recall scores for both the groups to know which group has performed better.
However this conclusion will be limited to the specific sample studied. If
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the researcher wants to generalize these results to the entire population of
students she can do so with the help of inferential statistics of t test.

t test or students t test is one of the most popular inferential statistical test
that is used to find out significance of difference between two means or two
groups. It is used when the study has only one independent variable which
iIs manipulated at only two levels. The test was given by William Sealy
Gosset in 1908. It is a parametric test which means it can be used when the
data or the dependent variable of the study lies on interval or ratio scale and
assumptions of normality and homogeneity of variances are met.

Types of t tests:

There are essentially 3 types of t tests: single sample t test, independent
samples t test and dependent samples t test. Single sample t test is used when
we want to know whether a sample at hand belongs to a particular
population or not. For example, a school teacher has measured 1Q of 8™
standard students in her school, mean for which is found to be 110. She
wants to know whether the sample belongs to the population of 8" standard
students whose 1Q is 100. Single sample t test will help answer this question.

Independent samples t test used when design of the study is randomized
groups design whereas dependent samples t test is used when design of the
study is repeated measures design. Stoop experiment is a famous example
of dependent samples t test in which same sample of participants are
exposed to both congruent as well as incongruent colour words and the
number of errors and reaction time is measures as dependent variable to
assess amount of interference experienced in both the conditions. On the
other hand, If a researcher wants to know which of the treatments -
psychoanalysis or CBT is better for depression, they may select two
separate group of participants suffering from depression who will then be
administered either of the treatments. The significance of difference
between depression scores of two groups at the end of the treatment will
indicate which one is more effective than the other.

Assumptions underlying t test:

1)  Assumption of normality:

Assumption of normality requires that the parent population from
where the study samples are drawn from should be normally
distributed.

2)  Equality of variances

This assumption is also known as homogeneity of variances or
homoscadasticity. This assumption requires variances of populations
from where study samples are taken from to be equal

Both the above-mentioned assumptions can be tested via methods
described in chapter |

3)  Samples are independent

It is essential that the scores in the sample selected are independent of
each other.



4)

Samples are drawn from the population at random

Only when the samples are selected at random, they becomes
representative of the population and allow generalization of sample
results to the population.

Steps involved in t test calculation:

Following steps can be followed when performing t test, based on null
hypothesis significance testing procedure described in chapter |

1)

2)

3)

4)
5)
6)
7)
8)

9)

First, the researcher should formulate null and alternative hypothesis
for the stud. Null hypothesis of t test states that there is no significant
difference between means of the two groups whereas alternative
hypothesis states that there is a significant difference between the
means two groups.

Ho: Y1 = W2
Hi: p1 # pa

Next step is to determine the level of significance that is the alpha
level. Popular alpha levels are 0.05 or 0.01.

The researcher then has to decide whether to use one tailed or two
tailed test.

One tailed test is used when researcher expects a direction of
difference, when alternative hypothesis of the study is directional. For
example, in the above given example of techniques to enhance
memory, if the researcher expects students receiving imagery method
to show higher recall than those using rote learning method, she
would have to use one tailed t test where the difference is expected to
lie at the positive end of the normal curve. Similarly, two tailed test is
used when hypothesis is non directional. If in the same example the
researcher was only expecting there to be a difference in the mean
recall scores of two groups without any specific direction, such a
study would require two tailed t test where the difference is expected
to lie at either side of the normal curve.

Based on the design of the study the researcher then has to decide
whether to use independent samples t test or dependent samples t test.

Collect the required data by administering levels of independent
variable.

Once the data is collected researcher needs to compute mean and
standard deviation for the two groups

The calculated mean and standard deviation can then be added to the
formula to compute calculated t value

Calculated t value is then compared to the critical t value obtained
from t table of significance.

Lastly, if the calculated t value is greater than critical t value, the
researcher will reject the null hypothesis; if calculated value is less
than critical value the researcher will not reject the null hypothesis.

Inferential Statistics:
Inference about Location - |
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(% -%) - (4-1)

Figure 3.1: Formula for independent samples t test

Source: google images
Site: https://vitalflux.com/two-sample-t-test-formula-examples/

Here, X1 and X» stand for mean of group 1 and 2 respectively.
niand n, are sample sizes of group 1 and 2 respectively.

Sp is pooled variance or average variance of group 1 and 2. If sample sizes
of the two groups are equal then pooled variance can be computed by using
formula:

If the sample sizes of the two groups are unequal, then following formula
can be used to compute pooled variance:

Sy’ — (n1- 1S+ (n2- 1)S2?
p = ny +n2-2

Formula for dependent samples t test:

d

Figure 3.2: Formula for dependent samples t test

Source: google images
Site: https://247amend.com/2016/03/paired-sample-t-test-illustration.html

The formula for computing degrees of freedom for independent samples t
test is (N1 - 1)+(N2-1) or N1 + N2 - 2. Degrees of freedom for dependent
samples t test can be calculated by using formula N-1

Solved sums:

1) A researcher wanted to find out whether there is a difference in
subjective well being of individuals living in city A vs those living in
city B . He collected data from a total of 20 individuals as follow.
Use appropriate test statistic to find out whether the two groups differ

-8 in their level of subjective well being.


https://vitalflux.com/two-sample-t-test-formula-examples/
https://247amend.com/2016/03/paired-sample-t-test-illustration.html

2)

City A City B
45 34
38 22
52 15
48 27
25 37
39 41
51 24
46 19
55 26
46 36

Note: This data is taken from
http://faculty.webster.edu/woolflm/ttest.html

Here, it can be inferred that the design of the study is randomized
group design and hence independent samples t test will be used.

X1 and Xz are 44.5 and 28.1 respectively. Standard deviations of City
A and City B are 8.6 and 8.5 respectively. As number if participants
in both the groups are equal, formula (i) can be used to compute
pooled variance.

Adding all the values in the formula, tca turns out to be 4.25 and tcrit
is 2.1 at o = 0.05 and df of 18. As the calculated value is greater than
critical value, we can reject the null hypothesis and state that the two
cities differ significantly in their level of subjective well being.

A teacher wanted to know if extensive training in arithmetic will
improve students performance on statistics test or not. He gave
students a test of statistics before and after the training program (pre
and post questions different of course). Use appropriate test statistic
to find out whether the training has any effect on performance in
statistics test or not.

Student no. Pre scores Post scores
1 18 22
2 21 25
3 16 17
4 22 24
5 19 16
6 24 29
7 17 20
8 21 23
9 23 19

10 18 20
11 14 15
12 16 15
13 16 18
14 19 26

Inferential Statistics:
Inference about Location - |
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Statistics in Psychology Student no. Pre scores Post scores
15 18 18
16 20 24
17 12 18
18 22 25
19 15 19
20 17 16

Note: this data is taken from:
www.statstutor.ac.uk/resources/uploaded/paired-t-test.pdf

First, we will compute a column of difference between the two post
and pre scores.

Student no. Pre scores Post scores d
1 18 22 4
2 21 25 4
3 16 17 1
4 22 24 2
5 19 16 -3
6 24 29 5
7 17 20 3
8 21 23 2
9 23 19 -4
10 18 20 2
11 14 15 1
12 16 15 -1
13 16 18 2
14 19 26 7
15 18 18 0
16 20 24 4
17 12 18 6
18 22 25 3
19 15 19 4

20 17 16 -1

Calculated mean and standard deviation of the difference turns out to
be:

d=2.05 and sd=2.837
Therefore, S¢/Vn = 2.837 / V20=0.634
t=2.05/0.634 = 3.23 at df of 19.

Thus, as t ca is 3.23 and terit is 2.09 at a = 0.05, we can reject the null
hypothesis.
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3.2 BOOTSTRAPPING

Bootstrapping is a procedure that is used to enable usage of t test when faced
with problems such as non normality, heterogeneous variances, small
sample etc. that violate its basic assumptions. In this procedure, multiple
samples are taken out of the original sample by using sampling with
replacement. The statistic of interest such as mean and SD is computed on
each of this sample. Then the computed statistic is used to calculate t value
for each sample. This process is repeated multiple number of times. Lets
say the process is repeated 500 times so now we have 500 t values with us.
A distribution of these t values can then be created. This distribution can
further be used to estimate confidence interval. The obtained t values are
ordered from smallest to largest in order to test the null hypothesis.

3.3 MULTI-GROUP DIFFERENCES: ONE-WAY ANOVA:
INDEPENDENT AND DEPENDENT SAMPLES

As discussed earlier, psychologists are often interested in knowing whether
an independent variable has a significant effect on dependent variable. At
times an independent variable has more than two levels. In this case the
researcher has to compare means of more than two groups. As the name
suggests, this test utilizes variance. Variance is nothing but square of the
standard deviation (c%). As the variance has additive property, the total
variance can be broken down into sub groups and can then be compared.
Two of the variances analysed are within group variance and between group
variance. Within group variance refers to how much scores of a single
participant varies across different treatments they receive. This variance for
all the participants is averaged to obtain within groups variance. Between
group variance refers to how much do means of different treatment groups
vary from grand mean which is mean of scores of all the participants across
all the groups. The final statistic is received by taking ratio of between
groups variance to within groups variance.

Let us understand this by extending previous example. For example, a
researcher might be interested in knowing whether using a particular
method of memory enhancement actually leads to improved learning among
students. Lets say this time she is interest in testing effect of techniques of
rote learning, imagery and method of loci. She may collect three groups of
students of size 100 each. All the groups can be presented with the same
material to learn however one group will be instructed to remember the
presented material using rote learning method, second group will be
instructed to use imagery method and third group will be asked to use
method of loci. Further all the groups can be asked to recall the material
presented. The researcher may compute mean recall scores for all the groups
to know which group has performed better. However this conclusion will
be limited to the specific sample studied. If the researcher wants to
generalize these results to the entire population of students she can do so
with the help of inferential statistics of ANOVA test.

Inferential Statistics:
Inference about Location - |
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Analysis of Variance (ANOVA) test is based on f distribution. Students may
find discussion of f distribution in previous chapter. ANOVA test is used
when one has to compare more than two means. This can happen in two
ways. Either the experiment has one independent variable which has more
than two levels or the experiment has more than two independent variables
with each having at least two levels.

ANOVA is also a parametric test hence can be used only when dependent
variable lies on interval or ratio scale and when following assumptions are
met:

1)  Dependent variable should be normally distributed in population

2)  The populations from where samples are drawn should have equal
variances

3)  All the observations should be independent of each other.
4)  Participants should be randomly selected.
5)  The contributions to variance in total sample is cumulative.

The two broad types of ANOVA tests include one way ANOVA and two
way ANOVA. One way ANOVA is used when the study has only one
independent variable which has more than two levels. One way ANOVA is
further divided into within groups ANOVA which is used when the design
of the study is repeated measures and between groups variance is calculated
when it is randomized groups design.

The null hypothesis and alternate hypothesis of ANOVA test are as follow:
Ho: M1 = M2 =3 = Hn

Hi: Not null

Solved sums:

1) A manager divided 20 of his employees into 4 equal groups and asked
them to go through 4 different kinds of communication skills training.
At the end of the training, communication skills of all the employees
were measured on a likert scale. Use appropriate statistics and draw

conclusion.
A B C D
8 12 18 13
10 11 12 9
12 9 16 12
8 14 6 16
7 4 8 15

Note: The above data is taken from
https://atozmath.com/example/CONM/anova.aspx?he=e&g=anoval



https://atozmath.com/example/CONM/anova.aspx?he=e&q=anova1

2)

First of all, as the design of the study is randomized groups design and
there is only one 1V with 4 levels that is Training method with levels
A,B,C,D, appropriate test will be One way ANOVA of independent
samples.

In the procedure described below, X refers to grand mean / mean of

all the scores in the data, X; refers to mean of a particular group and
Xij refers to score of an individual participant.

Step 1 is to compute sum of squares between groups (SSp)
SS, = nE(Xi — X)*> = 50

Step 2 is to compute sum of squares within (SSw)

SSw = I(X; — X)? = 208

Step 3 is to compute total sum of squares

SSp+ SSw= 258

Step 4 is to calculate variance between samples

MSp = SSp / dfy

Df for between groups is k-1 where k is number of groups. Hence df,
here will be 4-1=3

MSp =50/3 = 16.66

Step 5 is to calculate variance within samples

MSw = SSw / dfw

Dfw is n-k. here it will be 20-4=16

MSw =208/16 =13

Lastly, we calculate f statistic for ANOVA using formula
F= MSp/ Msw = 16.66/13 = 1.28

F value has two types of degrees of freedom. Df numerator is same as
df for between groups variance and df denominator is same as df for
within groups variance.

Thus, the summary table for ANOVA will be:

Between 16.66 1.2 >0.05
Within 208 16 13
Total 258 19

Thus, null hypothesis is not rejected.

In an experiment studying levels of processing model, five
participants were shown words at shallow, phonemic and semantic
levels of processing. Once all the words were shown randomly the

Inferential Statistics:
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Statistics in Psychology participants were asked to free recall whichever words they
remembered. Calculate appropriate statistics to find out whether
levels of processing has any effect on recall.

Participant Level 1 Level 2 Level 3
1 30 28 16
2 14 18 10
3 24 20 18
4 38 34 20
5 26 28 14

Note:The above data is taken from https://www.statology.org/repeated-measures-anova-by-
hand/

Here, as there are only 5 participants who have gone through all the
levels of 1V, appropriate inferential statistics would be Repeated
measures one way ANOVA.

First, we will calculate the total sum of squares (SST)
SSt = 3(Xij -X)?
SSt=899.7

Second step is to compute SSp, like previous sum

SS between is also known as SS treatment
SSp= nI(Xi-X)?
SSp= 362.1

Next step is to calculate sum of squares for subjects

Xsub is obtained by computing mean of all the scores of one particular
participant

SSsub = kZ(isub'i)z

SSaup =441.1

Then we have to compute sum of squares for error term

SSerror = SST - (SStreat + SSsub)

SSerror =906.5

Further, MS for treatment and error can be computed by using
formula

MSp=SSo/dfo....oooo
MS error = SS error/df error  and df error = dfy X dfsup

computation same as previous sum
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Lastly, f value is obtained by dividing MS, with MS error
Summary table:

Source Sum of df | Mean Squares F p
Squares (SS) (MS)

Between 362.1 2 181.1 15.006 | <0.05

Subject 441.1 4 110.3

Error 96.5 8 12.1

As F critical value is 4.45, the null hypothesis can be rejected.

3.4 POST HOC TESTS

ANOVA tests let us know whether the three means differ or not. However
if the researcher is interested in knowing pairwise comparison then a
procedure called as post hoc tests. Tucky’s HSD, Bonferroni Dunn test,
Studentized range statistics, etc.

3.5 TWO-WAY ANOVA: INDEPENDENT SAMPLES

Essentially, ANOVA test is used to study differences between more than
two groups. One of the ways in which this could occur is when the study
has more than one independent variable(IV) with each 1V having at least
two levels of its own. In such cases Two way ANOVA is used. One of the
benefits of using two way ANOVA is that it provides us with two effects:
main effect and interaction effect. Main effect is the effect of each
individual IV on dependent variable (DV). Interaction effect is effect of a
particular level of IV 1 when combined with levels of IV2. Interaction effect
is absent when impact of one IV on DV is constant for all levels of another
v

There are three sub types of two way ANOVA:
e  Two way completely randomized ANOVA
- Used when all the 1Vs in the study have randomized design
° Two way completely repeated ANOVA
- Used when all the IVs in the study have repeated measures design
° Two way mixed ANOVA

- Used when one 1V has randomized design and another has repeated
design.

Two way ANOVA follows same assumptions as one way ANOVA

Lets solve an example to understand Two way ANOVA better.

Inferential Statistics:
Inference about Location - |
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Statistics in Psychology A teacher wanted to know whether time of the lecture and different teachers
have significant effect on students learning or not. She selected a total of 40
students. Half of them attended lectures in the morning whereas half of them
attended lectures in the afternoon. Within 20 students who attended
morning lectures, 5 students were taught by 4 different teachers each. Same
was done with afternoon batch as well. Following data was obtained:

Morning lectures 4.8 5 6.4 6.3
4.4 5.2 6.2 6.4
3.2 5.6 4.7 5.6
3.9 4.3 55 4.8
4.4 4.8 5.8 5.8

Evening lectures 4.4 4.9 5.8 6
4.2 5.3 6.2 4.9
3.8 5.7 6.3 4.6
3.7 5.4 6.5 5.6
3.9 4.8 55 55

Note: The above data is taken from https://www.statology.org/two-way-
anova-by-hand/

Note: for repeated terms such as SSw, SSt etc. , same formula that is written
on above solved sums of one ANOVA to be used

Step 1 is to calculate sum of squares for each IV
Grand mean =5.15

For calculating SS of 1V1,

Mean of scores for morning lectures=5.15
Mean of scores for evening lectures =5.15

We can compute SS by using formula

n(Xj — X)?

= 0.00025

Similarly for 1V2,

Mean of scores for Teacher A = 4.07

Mean of scores for Teacher B =5.1

Mean of scores for Teacher C = 5.8

Mean of scores for Teacher D =5.5

SS for IV2 by using same formula would be 18.76
Next step is to compute sum of squares within
SS for morning lectures with teacher A: 1.5

SS for morning lectures with teacher B: 0.9
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SS for morning lectures with teacher C: 1.7

SS for morning lectures with teacher D: 1.6

SS for afternoon lectures with teacher A:0.3

SS for afternoon lectures with teacher B: 0.5

SS for afternoon lectures with teacher C: 0.6

SS for afternoon lectures with teacher D:1.2

Adding all the above , sum of squares within turns out to be 8.68
Next step is to calculate total sum of squares which is 28.45
Calculate sum squares interaction

SS Interaction = SST — SSiv1 — SSiv2 — SSw

SS interaction = 1.01

df of IV1=2-1=1

df of IV2=4-1=3

df interaction = (j-1)x(k-1) = 3

df within = n - (j*k) =40 — (2*4) = 32

df total: n-1 =40-1 =39

MS = SS/ df

Source of | SS df MS F P value
variation

Lecture timing | 0.00025 1 0.00025 | 0.0009 NS
Type of | 18.76 3 6.25 23.04 >0.05
teacher

Interaction 1.01 3 0.33 1.24 NS
effect

Total 28.45 39 0.72 1.24

3.6 SUMMARY

) Inferential statistical tests help us generalize results from sample to
population.

° t test is used to find out differences between two groups. It is
parametric test that can be used when DV lies on interval or ratio
scale.

° Independent samples t test is used when design of the study is
randomized groups design , dependent samples t test is used when
study has repeated measures design.

Inferential Statistics:
Inference about Location - |

37



Statistics in Psychology

38

e ANOVA is used to find out differences between more than two
groups. When it is used for One 1V having more than two groups, One
way ANOVA is used. Depending on the design of the study one may
either use independent samples ANOVA or dependent samples

ANOVA.

e  When one wants to study pair wise comparisons a procedure called

post hoc test is used.

e  When study has more than one IVs with each having at least two
levels each, one uses Two way ANOVA.

° Two ANOVA provides main effect which is effect of each IV on DV
and interaction effect is effect of one IV when combined with level of
another IV on DV.

cum. prob tso s tgo tes t .90 tos tors tog t 995 t 999 t 9995
onetalll 050 025 020 045 010 0.05 0.025 0.01 0.005 0.001 o.ooosl
twotalls| 100 050 040 030 020 010 005 0.02 0.01 0002 0.001
df
1 0000 1000 1376 1963 3078 6314 1271 3182 6366 31831 63662
2| 0000 0816 1061 1386 1886 2920 4303 6965 9925 22327 31599
3 0.000 0.765 0.978 1.250 1.638 2.353 3.182 4541 5841 10215 12.924
4 0.000 0.741 0.941 1.190 1.533 2132 2.776 3.747 4604 7173 8.610
5| 0000 0727 0920 1156 1476 2015 2571 3365 4032 5893  6.869
6| 0000 0718 0906 1134 1440 1943 2447 3143 3707 5208 5.959
7| 0000 0711 0896 1119 1415 1805 2365 2998 3499 4785  5.408
8| 0000 0706 0889 1108 1397 1860 2306 289 3355 4501  5.041
9 0000 0703 0883 1100 1383 1833 2262 2821 3250 4297 4781
10 0000 0700 0879 1093 1372 1812 2228 2764 3169 4144 4587
1| 0000 0697 0876 1088 1363 1796 2201 2718 3106 4025 4437
12 0.000 0.695 0.873 1.083 1.356 1.782 2179 2.681 3.055 3.930 4318
13| 0000 0694 0870 1079 1350 1771 2160 2650 3012 3852  4.221
14| 0000 0692 0868 1076 1345 1761 2145 2624 2977 3787  4.140
15 0.000 0.691 0.866 1.074 1.341 1.753 2131 2.602 2.947 3.733 4.073
16| 0000 0690 0865 1071 1337 1746 2120 2583 2921 3686 4015
17| 0000 0689 0863 1069 1333 1740 2110 2567 2898 3646  3.965
18] 0000 0688 0862 1067 1330 1734 2101 2552 2878 3610 3922
19| 0000 0688 0861 1086 1328 1729 2093 2539 2861 3579  3.883
20| 0000 0687 0860 1064 1325 1725 2086 2528 2845 3552  3.850
21 0.000 0.686 0.859 1.063 1.323 1.721 2.080 2.518 2.831 3.527 3.819
22| 0000 0686 0858 1061 1321 1717 2074 2508 2819 3505  3.792
23| 0000 0685 0858 1060 1319 1714 2069 2500 2807 3485  3.768
24 0.000 0.685 0.857 1.059 1.318 1.71 2.064 2492 2.797 3.467 3.745
25| 0000 0684 085 1058 1316 1708 2060 2485 2787 3450  3.725
2| 0000 0684 085 1058 1315 1706 2056 2479 2779 3435 3707
27| 0000 0684 0855 1057 1314 1703 2052 2473 2771 3421 3690
28| 0000 0683 0855 1056 1313 1701 2048 2467 2763 3408 3674
29| 0000 0683 0854 1055 1311 1699 2045 2462 275 33% 3659
30| 0000 0683 0854 1055 1310 1697 2042 2457 2750 3385  3.646
40 0.000 0.681 0.851 1.050 1.303 1.684 2.021 2423 2.704 3.307 3.551
60| 0000 0679 0848 1045 1206 1671 2000 2390 2660 3232  3.460
80 0.000 0.678 0.846 1.043 1.292 1.664 1.990 2.374 2639 3.195 3.416
100] 0000 0677 0845 1042 1200 1660 1984 2364 2626 3174  3.390
1000 0000 0675 0842 1037 1282 1646 1962 2330 2581 3.098 3300
Z| o000 0674 0842 1036 1282 1645 1960 2326 2576 3000  3.291
0% 50% 60% 70% 80% 90% 95% 98% 99% 99.8% 99.9%
Confidence Level
Figure 3.2: Critical values table for t test

Image source: Google images
Site: http://www.ttable.org/
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F-table of Critical Values of a = 0.10 for F{df1, df2) Inferential Statistics:
DFI=1 2 3 4 5 6 7 8 90 10 12 15 20 24 30 40 60 120 w Inference about Location - |

DF2=1 | 39.86 49.50 53.59 55.83 57.24 58.20 38.91 59.44 59.86 60.19]60.71 61.22 61.74 62.00 62.26 62.53 62.79 63.06 6333
2| 853 900 916 924 929 933 935 937 938 939|941 942 944 945 946 947 947 948 949
3| 554 546 539 534 531 528 527 525 524 523|522 520 518 518 517 516 515 514 513
4| 454 432 419 411 405 401 398 395 394 392|390 387 384 383 38 380 379 378 376
5| 406 378 362 352 345 340 337 334 332 330|327 324 321 319 317 316 314 312 311
6| 378 346 329 318 311 305 301 298 296 294|290 287 284 282 280 278 276 274 272
7| 359 326 307 296 2885 283 278 275 272 270|267 263 259 258 256 254 251 249 247
8| 346 311 292 281 273 267 262 259 256 254|250 246 242 240 238 236 234 232 229
o | 336 301 281 265 261 255 251 247 244 242|238 234 230 228 235 223 221 218 216
10 | 329 292 273 261 252 246 241 238 235 232|228 224 220 218 216 213 211 208 2.06
11 | 323 286 266 254 245 239 234 230 227 225|221 217 212 210 208 205 203 2.00 197
12 | 318 281 261 248 239 233 228 224 221 219|215 210 206 204 201 199 196 193 190
13 | 314 276 256 243 235 228 223 220 216 2.14|2.10 205 201 198 196 183 190 188 L85
14 | 310 273 252 239 231 224 219 215 212 210|205 201 196 194 191 185 186 1.83 130
15 | 307 270 249 236 227 221 216 212 209 206|202 197 182 190 187 185 182 179 176
16 | 305 267 246 233 224 218 213 209 206 203|199 194 18 187 184 181 178 175 L72
17 | 303 264 244 231 222 215 210 206 2.03 200|196 191 186 184 181 178 175 172 169
18 | 301 262 242 229 220 213 208 204 200 198|193 189 184 181 178 175 172 1.69 166
19 | 299 261 240 227 218 211 206 202 198 196|191 186 181 179 176 173 170 167 163
20 | 297 259 238 2325 216 209 204 200 196 194|189 184 179 177 174 171 168 164 L6l
21 | 296 257 236 223 214 208 202 198 195 192|187 183 178 175 172 169 166 1.62 159
22 | 295 256 235 222 215 206 201 197 193 190|186 181 176 173 170 167 164 160 157
23 | 294 255 234 221 211 205 1.99 195 192 189|184 180 174 172 169 166 162 159 155
24 | 293 254 233 219 210 204 198 194 191 188|183 178 173 170 167 164 161 157 153
25 | 292 253 232 218 209 202 197 193 189 187|182 177 L72 169 166 163 159 156 152
26 | 291 252 231 217 208 201 196 192 188 186|181 176 171 168 165 161 158 154 1.50
27 | 290 251 230 217 207 200 195 191 187 185|180 175 170 1.67 164 160 157 153 149
28 | 289 250 229 216 2.06 200 194 190 187 184|179 174 169 166 163 159 156 152 148
20 | 289 250 228 215 206 199 193 189 186 183|178 173 168 165 1.62 158 155 151 147
30 | 288 249 228 214 205 198 193 188 185 182|177 172 167 164 161 157 154 150 146
40 | 284 244 223 209 200 193 187 183 179 176|171 166 161 157 154 151 147 142 138
60 | 279 239 218 204 195 187 182 177 174 171|166 160 154 151 148 144 140 135 129
120 | 275 235 213 199 190 182 177 172 168 165|160 155 148 145 141 137 132 126 1.19
w | 271 230 208 194 185 177 172 167 163 160|155 149 142 138 134 130 124 117 L00

Figure 3.3: Critical values table for F test

Image source: Google images
Site:https://statisticsbyjim.com/hypothesis-testing/f-table/

3.7 QUESTIONS

1)  Arresearcher wanted to study if males and females differ with respect
to their leadership abilities. Following data was collected. Draw
appropriate conclusions.

M F
128 127
118 115
144 142
133 140
132 131
111 132
149 122
139 119
136 129
126 128

Note: Above data is taken from
https://www.statsdirect.com/help/parametric methods/single sample t.htm

2)  Three types of treatments are used on three groups of clients for 5
weeks. We want to check if there is a difference in the mean growth 39


https://www.statsdirect.com/help/parametric_methods/single_sample_t.htm

Statistics in Psychology

40

3)
4)

of each group. Using the data given below apply a one way ANOVA

test at 0.05 significant level.

Treatment 1 Treatment 2 Treatment 3
6 8 13
8 12 9
4 9 11
5 11 8
3 6 7
4 8 12

Note: Above data is taken from https://www.cuemath.com/anova-formula/

Write a note on t test

Write a note ANOVA test
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INFERENTIAL STATISTICS: INFERENCE
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Unit Structure:
4.0 Objectives
4.1 Non parametric tests
4.1.1 Wilcoxon sign-rank test
4.1.2 Median test
4.1.3 U test
4.1.4 Kruskal-Wallis test
4.2 MANOVA
4.3 Discriminant functional analysis
4.4  Questions
4.5 References

4.0 OBJECTIVES

After studying this unit the students will be able to:

) Understand difference between parametric and non parametric tests
° Understand application of most useful non parametric tests

° Understand Multivariate Analysis of Variance

e  Getintroduced to differential functional analysis

4.1 NON PARAMETRIC TESTS

Statistical tests can broadly be divided into two categories- descriptive
statistics and inferential statistics. Descriptive statistics as the name
suggests describes sample characteristics whereas inferential statistics
allows researchers to generalize findings of sample to the population.
Inferential statistics can further be divided into parametric and non
parametric tests.

Parametric tests are used when assumptions of normality and homogeneity
of variances is met, dependent variable lies on interval or ratio scale and
sample size is large. Examples of parametric tests include t test, ANOVA,
Pearson Product Moment correlation, etc. Non parametric tests are also
called as distribution free tests as they make no assumption about nature of
population from where samples are drawn. The non parametric tests are
used when:

1. Sample is small
2. Assumption of normality and equality of variances is not met
3. Data lies on nominal and ordinal scale
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Examples of non parametric tests include Wilcoxon sign-rank test, Median
test, U test, Kruskal-Wallis test, Kendall’s Tau etc. Most of the non
parametric tests are based on median rather than mean. For the tests dealing
with ordinal ranks, the data is translated into ranks on which then tests are
carried out. They asses whether median of two or more populations are
equal or not.

Parametric tests Non parametric tests

Used when DV lies on nominal
or ordinal scale

Used when DV lies on interval or ra
tio scale

Assumption of normality needsto b | No assumptions required

e met

Assumption of homogeneity of vari | No assumption required

ances needs to be met

Require large sample can be used with small samples

More powerful Less powerful

Examples: t test, ANOVA, Pearson
product moment correlation, etc.

Examples: chi square, median t
est, mann whitney U test, etc

Figure 4.1: Parametric vs non parametric tests
4.1.1 Wilcoxon sign-rank test

Wilcoxon sign rank test is used when study has one independent variable
with two levels and the design of the study is matched groups. In matched
groups design participants are screened for some ability such as
intelligence, working memory and matched.

Let us understand its procedure through an example. Lets say two teachers
have marked students on their level of classroom participation. Following
data has been received.

Participant Teacher A | Teacher B | Difference Rank
number

1 42 39 +3 3

2 40 36 +4 4

3 63 40 +23 5

4 61 67 -6 2

5 58 61 -3 1

Once the data is collected, the difference between the two sets of data is
computed. This difference is then ranked with least difference receiving
rank of one and highest difference getting highest rank. If difference
between two scores is zero then it carries no rank. Ranks are added with
their respective direction of the difference. Positive and negative ranks are
then separated and their respective total is obtained. Summation of all the
positive ranks is indicated by T+ and summation of all the negative ranks is



indicated ad T-. Thus, the test takes into account the direction of the
difference as well as rank of the difference.

It uses statistic T, which is smaller of the two sums : T+and T-. Significance
of T is then calculated by comparing it to critical T value. If the obtained
value or T is equal to or smaller than critical value for T, the null hypothesis
is rejected. If the obtained T value is greater than critical T value, null
hypothesis about difference between the groups is not rejected.

A test similar to Wilcoxon sign rank test is Sign test. It uses a test statistic
of r. It considers only the number of signs in one direction. It operates on
the assumption that if the two groups are truly equal in their means then the
pairs of scores having difference in one direction will be approximately
same as number of pairs having difference in another direction. For small
N, binomial distribution is used to compute r. If value of r obtained from
data is greater than critical r value, null hypothesis is rejected.

Researchers often prefer Wilcoxon sign rank test over sign test as it
considers not only sign of the difference but magnitude of difference as well
which represents true nature of the data. The parametric test of matched
pairs t test corresponds to this non parametric test. The major difference is
that t uses actual values whereas Wilcoxon sign rank test uses ranks of the
given values.

4.1.2 Median test

When a researcher has to study difference between more than two means
but requirements of non parametric tests are not met, median test is the
appropriate statistic of choice. As the name suggests, this test is based on
median rather than mean. In nutshell, it computes median of the groups
being compared and counts number of frequencies above and below the
median for all the groups. If the groups being compared are equal then they
should have more or less equal number of frequencies in each half. Thus the
null hypothesis of the test states that there will be no difference in the
amount of frequencies above and below the mean across all the groups
whereas alternative hypothesis states that frequencies above and below the
median across all groups will be non equivalent.

Unlike sign test or Wilcoxon sign-rank test, median test does not use ranks
but uses rather proportion of frequencies. Hence it uses chi square to check
significance of the data received. Chi square is another useful non
parametric test of goodness of fit which compares observed frequencies of
the data against expected frequencies. A general formula for chi square test
is:

5 2 (fO = fe)2
X= —
fe

Let understand median test in detail with the help of an example.

Inferential Statistics:
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A teacher has scored students of class A and B on their sincerity level. Use
median test and draw appropriate conclusion using following data.

“Scores of class A:
79,86,40,50,75,38,70,73,50,40,20,80,55,61,50,80,60,30,70,50

Scores of class B:
85,80,50,55,65,50,63,75,55,45,30,85,65,80,55,75,65,50,75,62”

Data source:
https://atozmath.com/example/ CONM/NonParaTest.aspx?he=e&g=mt

Step 1: stating null and alternative hypothesis

Null hypothesis: there is no significant difference in the sincerity levels of
class A and B

Alternative hypothesis: Class A and B differ significantly with respect to
their sincerity levels.

Step 2 : is to rank all the scores of two groups. Rank of 1 is assigned to the
highest value and so on.

Step 3: Once all the scores across both the groups are ranked, grans median
is computed by using all the scores from both the groups. In this case it turns
out to be 61.5.

Step 4: Is to compute chi square statistic. Here observed frequencies fo will
be number of frequencies obtained in both the groups above and below the
mean as it is. Expected frequencies fe will be equal number of frequencies
above and below the mean for the two groups. A table similar to this can be
formulated :

Class A Class B
Above median fo 8 12
fe 10 10
Below median fo 12 8
fe 10 10

Step 5: By using above mentioned formula, calculated chi square value
turns out to be 0.9

Step 6 : Like any other test of inferential statistics, once the statistical value
is computed we have to calculate degrees of freedom in order to test the
hypothesis

df of chi square = (C-1)x(r-1)=1........... ¢ is number of columns and r is
number of rows.

Step 7: compare obtained chi square value to critical chi square value from
the table. Critical value in this case is 3.84


https://atozmath.com/example/CONM/NonParaTest.aspx?he=e&q=mt

Step 8: Draw conclusion

As calculated chi square value is less than critical value in this data, we will
not reject the null hypothesis and conclude that class A and B are same with
respect to their sincerity level.

4.1.3 U test

U test or Mann-Whitney U test is a preferred choice of statistics when the
study has one IV with two levels and the design of the study is randomized
groups design. It is equivalent to parametric test of independent samples t
test. On the same lines as independent samples t tests, U test also allows us
to identify difference between two groups however it does not use mean to
compute this difference, Rather it compares medians of the two groups to
draw the conclusion.

Like previously described non parametric tests, U test also starts with
ranking the given data. The values from the two groups are combined and
ranked with lowest value getting rank of 1 and so on. For example, lets say
an employer has scored 6 male and 9 female employees on their level of
punctuality and wants to know whether the two groups differ significantly.
In this case, the scores of all the 15 employees will be ranked with rank of
1 given to the least punctual employee and rank of 15 to the most punctual
one. Ranks of the two groups are then summed up and denoted as T1 and T»
for each group respectively.

Once we obtain Ty and T2 they are transformed into U by using formula :
Uz= N1+N2+[N1(N1+1)]>- Ty

Uz= N1+N2+[N2(N2+1)]%- T2

Now, one should ensure that

Uz + Uz = NixNy

Lastly, the smaller of the U value is considered to be calculated U statistic
which is compared to critical U value. If Calculated U is lower than critical
U, the null hypothesis is rejected.

4.1.4: Kruskal-Wallis test

When a researcher wants to conduct one way randomized ANOVA but
assumptions of parametric tests are not met, researcher can use Kruskar
Wallis test. It is used when study has one IV with more than two levels and
the design of the study is randomized groups design.

This test shares similarities with U test wherein it also deals with ranks and
sum of ranks. However the test statistic used in Kruskal-Wallis test

Inferential Statistics:
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Is H. Formula for H is:

Hz{ L i’T—'z}—?,(nH)

n(n+1)% n,

Figure: 4.2 Formula for H statistic

Image source: Google images
Site: https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/kruskal-wallis/

Here,

N is total number of participants.

T;j is sum of the ranks in one group

Ni is number of participants in each group.

H statistic is based on chi square distribution. Degrees of freedom is
calculated as k-1 where k is number of groups or levels of IV being
compared. The null hypothesis of this test states that all the groups being
compared come from the populations that have equal median whereas
alternative hypothesis states that the medians of the populations from where
samples are drawn are different.

Kruskal Wallis test is less powerful than ANOVA in the sense it requires
differences between the groups to be larger for test statistic to reject the null
hypothesis.

4.2 MANOVA

Multiple Analysis of Variances (MANOVA) is an extension of ANOVA
that is used when study has more than one dependent variable(DV) and the
DVs are inter correlated. For example, if a researcher wanted to study
whether different types of exercises - yoga, cardio and stretching have
different effects on mood and general well being, he/she may use
MANOVA. Since it is a parametric test, it can be used only when DV lies
on interval or ratio scale and rest of the assumptions for parametric tests are
met.

An alternative in such situations, when one wants to see effect of levels of
IV on more than one DV is to use multiple t testsfANOVAs. In the above
example as well the researcher could have done two ANOVAS: one with
mood as DV and another with general well being as DV. However, such
analysis increases chance of type | error. Such an analysis also gives two
separate pieces of information rather than one comprehensive picture. On
the other hand MANOVA studies differences between groups using a linear
combination of DVs, thereby guarding against increased type | error. Once
the evaluation and turned out to be significant, it also allows researchers to
asses which which individual DVs are significantly different across levels
and which ones are not.


https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/kruskal-wallis/

The null hypothesis of MANOVA test states that all populations being
studied have equal vector of means whereas alternative hypothesis claims a
difference between population means.

Assumptions underlying MANOVA:

1)

2)

3)

4)

5)

6)

Multivariate normal distribution

Similar to ANOVA’s assumption of normality, even MANOVA
expects distribution of population means for all the DVs to be equal.
It can be tested via tests of normality such as Mardia’s MVN test,
Royston’s MVN test, etc. Eliminating outliers is another way of
boosting normality. However one should be careful to eliminate
multivariate and not univariate outliers in this regard.

Homogeneity of variance-covariance

An extenstion of ANOVA’s assumption of homogeneity of variances
is MANOVA’s population variance-covariance matrix. The matrix of
population variances of DVs and the matrix of covariance among DVs
is assumed to be equal. These matrices are also used in actual
calculation of test statistic.

Multicollinearity

A complete linear relationship of DVs among each other is
discouraged in MANOVA. As a rule of thumb, a correlation above
0.8 is considered to be an indicator of multicollinearity. At the same
time, O relationship among DVs is also not desired as it will obstruct
forming linear combination of DVs which is needed for analysis

Linearity

DVs should be linearly related to each other. There should not be any
curvilinearity involved. For example, time of the day and sunlight are
not linearly related as although initially as time of the day progresses
sunlight also increases after afternoon even though time increases,
sunlight decreases.

Homogeneity of regressions
The regressions among all the DVs are assumed to be equal

Sample size

As a rule of thumb, sample size is expected to be 6-10 times the
number of DVs in each group. Greater sample size leads to greater
power.

Thus, MANOVA is a useful statistic to be used when dealing with more
than one DV in the same study.

Inferential Statistics:
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4.3 DISCRIMINANT FUNCTIONAL ANALYSIS (DFA)

Discriminant functional analysis is related to the family of tests in ANOVA
and regression. It helps to predict membership of participant in a particular
group. It uses combination of variables to predict group membership. Itis a
data reduction technique. In a typical study using DFA, a linear combination
of variables that maximize differences between groups is used.

In DFA analysis, IV is continuous and DV is categorical. It is also used as
a follow up for MANOVA. For example, DFA analysis can help predict if
based on a bunch of symptoms an individual is likely to be diagnosed with
ADHD or not. In other words, if the person belongs to the group of those
having ADHD or not. The two types of DFA include descriptive
investigations and predictive investigations. When a set of independent
variables predict outcome variable, there is assumed to be an underlying
dimension which can be identified using linear combination of DVs called
as ‘variate’. Linear combination of these variate is then used to predict
different groups membership. That is why this analysis is called as
‘discriminant functional analysis’.

DFA uses maximization principle to analyze data. It involves deriving ratio
of systematic to asystematic variance. The three types of DFA include
Direct DFA, Hierarchical DFA and Stepwise DFA. In direct DFA, all the
predictor variables are simultaneously added to the equation and only those
contributing significantly to the function are retained. In hierarchical DFA,
variables are entered in a particular order based on some theory. Similarly
in step wise DFA, variables are entered in a particular order but based on
some statistical criteria. Formula for DFA :

D= a+ viX1+vaXotvaXst....... +vnXn
Here,

D= discriminant function

A= equation constant

X1= participants score on first predictor
V = weight given to the predictor variable

Assumptions of DFA:

1)  Multi normality

Like parametric tests, DFA requires normality among all the
populations of all the variables being studied. Studying large samples
is one way of protecting against non normality.

2)  Homogeneity of variance-covariance matrices

The variance and covariance must be equally distributed across all the
groups. Outliers must be weeded out as they pose a threat to this
assumption.



3)  Multicollinearity Inferential Statistics:
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Unlike MANOVA, DFA prefers singularity over multicollinearity.
This means that a linear relationship or inter dependence among
independent variables is to be avoided.

4)  Scale of measurement

The data should be lying on interval or ratio scale.

alpha values alpha values
n | 0.001 0.005 0.01 0.025 0.05 0.10 0.20 n [0.001 0.005 0.01 0.025 0.05 0.10 0.20
5 - - - - - o 2 28 64 82 91 105 116 130 145
] - - - - o 2 3 29 71 90 100 114 126 140 157
7 - - - 1] 2 3 30 78 98 109 124 137 151 169
8 - - o 2 3 5 8 31 86 107 118 134 147 163 181
9 - o 1 3 ] t 10 32 94 116 128 144 139 175 154
10 - 1 3 5 8 10 14 33 102 126 138 155 170 187 207
11 o] 3 5 8 10 13 17 34 111 136 148 167 182 200 221
12 1 5 7 10 13 17 21 35 120 146 159 178 195 213 235
13 2 7 9 13 17 21 26 36 130 157 171 151 208 227 250
14 4 9 12 17 21 25 31 37 140 168 182 203 221 241 265
15 5] 12 15 20 25 30 36 38 150 180 194 216 235 256 281
16 8 15 19 25 29 35 42 29 18l 192 207 230 249 271 297
17 11 19 23 29 34 41 45 40 172 204 220 244 264 286 313
18 14 23 27 34 40 a7 55 41 183 217 233 258 279 302 330
19 18 27 32 39 46 33 62 42 195 230 247 273 294 319 348
20 21 32 37 45 52 60 69 43 207 244 261 288 310 336 3685
21 25 37 42 51 58 67 77 44 220 258 276 303 327 353 384
22 30 42 48 57 65 75 86 45 233 272 291 319 343 371 402
23 35 43 54 64 73 83 54 46 246 287 307 336 361 389 422
24 40 54 61 72 81 91 104 47 260 302 322 353 378 407 441
25 45 60 68 79 89 100 113 43 274 318 339 370 356 426 462
26 51 67 75 87 58 110 124 49 289 334 355 388 415 446 482
27 57 74 83 96 107 119 134 50 304 350 373 406 434 466 503

Firgure 4.3: Critical values table for Kruskal Wallis test

Image source: Google images
Site: https://www.real-statistics.com/statistics-tables/wilcoxon-signed-ranks-table/

o Table 3 Critical values of U (5% significance)

n_‘nz 1 2 3 a 5 6 7 =1 91 10|11 12112 (14 | 15| 16| 17| 18| 19| 20
1
2 0 o] o] o] 1 1 1 1 1 2 2z 2 2
3 o] 1 1 2 2 3 3 4 4 5 5 6 & 7 7 8
4 L] 1 2 3 4 4 =] (5] 7 8 9|10 11| 11} 12| 13 13
5 o 1 2 3 5 (= 7 8 S (11 |12 |13 | 14| 15 17| 18| 19| 20
[ 1 2 3 5 5 Bl10 |11 (13| 14|16 [ 17 | 19| 21| 22| 24| 25| 27
7 1 3 5 6 Bl10 (12|14 |16 | 18| 20|22 | 24| 26| 28| 30| 32| 34
B Q 2 a 5 B |10 (123 |15 |17 (19| 22 | 24 |26 | 29| 21| 34| 36| 38| 41
9 o] 2 4 FI10 12 |15 |17 |20 |23 | 26 (28 |31 | 34| 37| 39| 42| 45| 48
10 Q 3 5 8|11 |14 (17|20 23 (26| 29|32 |36 | 39| 42| 45| 48| 52| 55
11 o] 3 (=1 913|116 |19 | 23| 26 (30 | 33 |37 |40 | 44| 47| 51| 55| 58| 62
12 1 4 11| 14|18 (22| 26|29 |33 | 37|41 (45| 49| 53| 57| 61| 65| 69
13 1 4 28|12 |16 (20 (24 | 28| 33 (37 | 41|45 (50 | 54| 59| 63| &7 72| 76
14 1 5 9113 |17 |22 |26 | 31| 326 |40 | 45 | 50 |55 | 59| 64| &7 74| 78| 83
15 1 S|10]|14 |19 |24 |29 |34 | 39 |44 | 49 (54 |59 | 4| FO| 75| 80| 85| 90
16 1 6|11 |15 |21 |26 |31 |37 |42 (47 | 53|59 |64 | 70| 75| 81| 86| 92| 98
17 2 & |11 |17 | 22| 28 |24 |39 | 45 | 51 57| ez |e7 | 75| 81| 87| 93| 99105
18 2 7|12 |18 |24 (30 |36 (42 |48 |55 | 61 |67 |74 | 80 86| 93| 99|106(112
19 2 7|13 |19 |25 (32 |38 (45| 52 |58 | 65|72 |78 | 85( 92| 99|10&6|113(119
20 2 B (13|20 |27 (34|41 |48 (55 |62 | 69|76 |83 | 90| 98|105(112(119)127

Figure 4.4: Critical values table for Mann Whitney U test

Image source: Google images
Site: https://accendoreliability.com/mann-whitney-u-test/
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Percentage Points of the Chi-Square Distribution

Statistics in Psychology

Degrees of Probability of a larger value of x *

Freedom 0.99 0.95 0.90 0.75 0.50 0.25 0.10 0.05 0.01
1 0.000 0.004 0.016 0.102 0.455 1.32 2.71 3.84 6.63
2 0.020 0.103 0.211 0.575 1.386 2.77 4.61 5.99 9.21
3 0.115 0.352 0.584 1.212 2.366 411 6.25 7.81 11.34
a 0.297 0.711 1.064 1.923 3.357 5.39 7.78 9.49 13.28
5 0.554 1.145 1.610 2.675 4,351 6.63 9.24 11.07 15.09
6 0.872 1.635 2.204 3.455 5.348 7.84 10.64 12.59 16.81
7 1.239 2.167 2.833 4.255 6.346 92.04 12.02 14.07 18.48
8 1.647 2.733 3.490 5.071 7.344 10.22 13.36 15.51 20.09
9 2.088 3.325 4.168 5.899 8.343 11.39 14.68 16.92 21.67
10 2.558 3.940 4.865 6.737 9.342 12.55 15.99 18.31 23.21
11 3.053 4.575 5.578 7.584 10.341 13.70 17.28 19.68 24.72
12 3.571 5.226 6.304 8.438 11.340 14.85 18.55 21.03 26.22
13 4.107 5.892 7.042 9.299 12.340 15.98 19.81 22.36 27.69
14 4.660 6.571 7.790 10.165 13.339 17.12 21.06 23.68 29.14
15 5.229 7.261 8.547 11.037 14.339 18.25 22.31 25.00 30.58
16 5.812 7.962 9.312 11.912 15.338 19.37 23.54 26.30 32.00
17 6.408 8.672 10.085 12.792 16.338 20.49 24.77 27.59 33.41
18 7.015 9.390 10.865 13.675 17.338 21.60 25.99 28.87 34.80
19 7.633 10.117 11.651 14.562 18.338 2272 27.20 30.14 36.19
20 B.260 10.851 12.443 15.452 19.337 2383 28.41 31.41 37.57
22 9.542 12.338 14.041 17.240 21.337 26.04 30.81 33.92 40.29
24 10.856 13.848 15.659 19.037 23.337 2824 33.20 36.42 42.98
26 12.198 15.379 17.292 20.843 25.336 20.43 35.56 38.89 A45.64
28 13,565 16.928 18.939 22.657 27.336 32.62 37.92 41.34 48.28
30 14.953 18.493 20.599 24.478 29.336 34.80 40.26 43.77 50.89
a0 22.164 26.509 29.051 33.660 39.335 45.62 51.80 55.76 63.69
50 27.707 34.764 37.689 42.942 49.335 56.33 63.17 67.50 76.15
50 37.485 43.188 46.459 52.294 59.335 66.98 74.40 79.08 88.38

Figure 4.5: Critical values of chi square test

Image source: Google images
Site : https://passel2.unl.edu/view/lesson/9beaa382bf7e/8

4.4 QUESTIONS

1) Write a short note on MANOVA
2) What is differential functional analysis?
3) Differentiate between parametric and non parametric tests
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Unit Structure:

5.0 Objectives

5.1 Introduction

5.2 Scattergram

5.3 The Covariance

5.4 Product Moment Correlation
5.5 Partial Correlation
5.6 Special Correlations
5.7 Linear Regression
5.8 Summary

5.9 Questions

5.10 References

5.0 OBJECTIVES

After studying this unit, you will understand

a.) what is product moment correlation

b.) what is meant by partial correlation

c.) what are the other special type of correlations

d.) what is the use of linear regression and how it is computed.

5.1 INTRODUCTION

Very often, in psychological research, the psychologists are interested to
find out the whether there is any association between two variables, and if
yes, then what type of association it is. In this unit, we will be discussing
tools for measuring this association or relationship between two variables,
that have been measured by interval or ratio scales. Though in common
language the words ‘association’ and ‘relationship’ appear to have same
meaning but in statistics, their meanings are different. Howell (2002)
explained that The word correlation is used to describe the situation in
which both X and Y are random variables that measure the correlations.
These are the variables where some sort of order can be assigned to each of
the variables, e.g., anxiety, stress, while measures of association are those
statistical procedures that are used for variables that do not have property of
order. They are categorical or nominal variables, e.g., nationality, gender,
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etc. A simple bivariate correlation analyses can measure the strength and
direction of the relationship between two variables. The strength of the
relationship is determined by looking at the extent to which the values of
the two variables co-vary. The direction signifies whether the values of one
variable tend to move in the same direction as the values of the second
variable, or whether they tend to move in opposite direction.

Correlation analyses are used for a variety of purposes in research. For
example, it is used in descriptive research to determine the strength of the
relationship between two variables of interest with regard to the sample or
population being studied. In cases where the correlation between two
variables has been shown to be very strong, the value of one variable can be
used to predict the value of the second variable. It is also used in the
development of measurement instruments, and to calculate the reliability of
measurement instruments. It can be used in twin studies, factor analysis and
in the procedure of regression analysis.

However, one must keep in mind that sampling weakness can artificially
increase or decrease a correlation coefficient. Yet its usefulness cannot be
undermined.

5.2 SCATTERGRAM

Scattergram or scatterplot is a graphical representation of the relationship
between two variables. In Scattergram, each participant of the experiment
is represented by a dot in two-dimensional space. The pairs of scores are
plotted, one for variable X and one for variable Y. Generally, X variable is
represented on the abscissa and is known as predictor or independent
variable while variable Y is represented on ordinate or Y-axis and Y
variable is known as criterion variable. Each individual (X,Y) pair is plotted
as a single point.

In Fig.1 below, you will notice that a straight line passes through most of
the dots. This line is known as regression line of Y predicted on X.

If the pairs of scores of two variables are not scattered randomly, instead
form a consistent pattern, we can say that there is a relationship between the
two variables. If the scores are scattered randomly, it means that there is no
relationship or very weak relationship between the two variables.
Scattergram can depict linear and non-linear (curvilinear) relationship. It
can also indicate whether the relationship is positive or negative or no
relationship. Positive relationships have points that incline upwards to the
right. As x values increase, y values increase too. As x values decrease,
y values decrease too. Negative relationships have points that decline
downward to the right. As x values increase, y values decrease. As x values
decrease, y values increase.



CINDICATES THE RELATIONSHIP BETWEEN TWO SETS OF DATA)D

STRONG POSITIVE
CORRELATION

WEAK POSITIVE
CORRELATION

STRONG NEGATIVE
CORRELATION

WEAK NEGATIVE

MODERATE NEGATIVE
CORRELATION

CORRELATION NO CORRELATION

See Fig 1 Scattergram of linear relationships
Source: Wikipedia
Correlation would be called non linear or curvilinear if the amount of

change in one variable does not bear a constant ratio with the amount of
change in the other variable.

When graphed, a nonlinear relationship will NOT result in a straight line.
The graph may be curved, U-shaped, or V-shaped. Nonlinear relationships
do not have a constant rate of change. Various types of curvilinear
relationships cubic, quadratic, polynomial, exponential, etc.

For example, see fig 2

Non-linear relationships

Quadratic

Exponential

Polynomial

Fig.2 Non-linear Relationships

Two variables may have a strong, or even perfect, relationship, yet the

relationship is not at all linear. The correlation coefficient might be zero.
For example see fig 2

Association, Prediction and
Other Methods - |
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Perfermance
o M W b N = BN |

6
Stress

i: Typical relationship between siress and performance. The performance is
poor at extremws and improves with moderate siress. This is one fype of
corvilinear relationship.

5.3 THE COVARIANCE

The covariance is the number that reflects the degree to which two variables
vary together. It is denoted as

COVxy

The covariance between X and Y (or S XY ) can be stated as

COny :Z (x_lfz(ly_y)

Looking at the formula of covariance, it is obvious that it is similar to
formula of variance. In case of positive relationship between two variables,
the covariance will be positive and in case of negative relationship, the
covariance of two variables will also be negative. If there is no relationship
between two variables, the products of the deviations will be positive for
half of the scores and negative for the other half of the scores. Thus their
sum of products will be zero and the covariance will indicate no
relationship.

The Correlation Coefficient :

While Scattergrams provide a way of displaying the relationship between
two variables, they can only provide an estimation of the strength of the
relationship. In order to calculate the exact strength and statistical
significance of the relationship, the correlation coefficient must be
determined. The correlation coefficient is a descriptive statistic, like the
mean or standard deviation. The correlation coefficient describes the linear
relationship between two variables. The correlation coefficient provides a
numerical indicator of both the strength and the direction of the relationship
between the paired values of two interval or ratio-level variables. Because
the correlation coefficient provides information about the strength or
magnitude of the relationship between the variables, it is considered to be a
measure of effect size.



5.4 PRODUCT MOMENT CORRELATION

Correlation analyses can be used to measure relationship between two
variables or even more than two variables. When it is measuring
relationship between two variables, it is called bivariate correlation.
Pearson’s Product Moment Correlation is an example of bivariate
correlation.

If the amount of change in one variable is constantly proportional to the
change in other variable then the correlation is said to be linear.

If the quantities of one variable increases, the quantity of other variable
either increases or decreases at a constant rate.

When graphed, a linear relationship will create a straight line. There will be
no curve or bend in the line. Linear relationships have a constant rate of
change (slope).

it is called ‘Product Moment Coefficient of Correlation’. It is a parametric
test and is denoted by the letter ‘r’. Pearson’s r only considers linear
correlations between variables.

Conditions for Pearson’s Product Moment Correlation Coefficient —

It is assumed that -
1. The variables X and Y are continuous variables.

2. The data is collected from truly random sample that is representative
of population of interest.

3. The data contains paired scores. Each subject must have both variable
X and Variable Y scores.

4.  Each subject’s scores on both variables are independent of scores of
others on those two variables.

5 The data of these two variables is in normal distribution
6.  There is homogeneity among the two variables.

7. There is linear relationship between the two variables.
8 There are no outliers in the data.

Outliers are extreme score on one or both the variables. Outliers may be
errors. The strength of the correlation gets affected by the presence of
outlier, as outliers can greatly influence the sample mean and variance.
See Fig. 4
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& outliers

Fig.4

(Source: Image taken from Modi, K., & Oza, P.B. (2017). Outlier Analysis Approaches in Data
Mining.)

The values of the Pearson’s r correlation coefficient, expressed as r, can
range from — 1.0, signifying a perfect negative linear correlation, to +1.0,
signifying a perfect positive linear correlation. It is not possible to obtain a
value less than -1.0 and more than +1.0 A correlation coefficient of 0 using
Pearson’s r indicates no linear correlation or relationship between the
variables at all. The plus sign is usually not displayed before a positive
correlation coefficient. The positive nature of the correlation is implied. The
closer the value of the coefficient is to +1.0, the stronger the positive
correlation between the two variables. The closer the value is to — 1.0, the
stronger the negative correlation. The closer the value is to 0, the weaker
the correlation between the variables. One must understand that the
negative correlations are not inherently weaker than positive correlations. It
simply indicates that the values co-vary in opposite directions rather than in
the same direction.

Cohen (1988) has developed a system for interpreting the strength of a
linear correlation based on the Pearson’s r correlation coefficient. He
suggests that a correlation coefficient greater than or equal to .1 but less
than .3 is a weak correlation, a correlation greater than or equal to .3 but less
than .5 is a moderate correlation, and a correlation greater than or equal to
.5 is a strong correlation.

See fig 3

Perfect strong  moderate weak no weak moderate

strong Perfect

Perfect strong moderate weak no weak moderate strong Perfect
Relationship

-« =
-1 09 08 0.7 06 05 04 03 02 0.1 0 0.1 02 03 04 05 06 0.7 0.8 09 1.0

It is important to point out that even a very strong correlation between two
variables does not indicate that the values of one of the variables actually
cause the values of the second variable. “correlation does not equal
causation.” If, however, it is determined that one variable has a causal



relationship with another variable, these variables must also be correlated
with one another.

Determining statistical significance

Sample size is an important factor when determining the statistical
significance of a correlation. A strong correlation of, say, .62, might not be
statistically significant with a small sample size, because sampling error
may be able to explain the relationship. On the other hand, a weak
correlation, for example .25, might be statistically significant with a large
sample size, because although the correlation is a weak one, the relationship
between the variables could not be explained by sampling error. So, one
need to look at the strength and direction of a correlation, in addition to its
statistical significance, when interpreting the outcome of a correlation
analysis.

Computation of Pearson’s Product Moment Correlation

Example — Suppose we want to calculate the strength and direction of the
correlation between the intelligence and the marks obtained in statistics by
a group of college students. There are two methods of computing Product
Moment Correlation.

a) Through deviations
b) through raw scores only

a) The formula given below is for computing correlation through
deviations.

Xxy

Formula - r = asxsy

Let us take a numerical example for using this formula

Association, Prediction and
Other Methods - |

X y -Xx=x| Y- | (xX*%)=1] y? xy
y=y| x*

A 2 10 2-5=-3 | 10-6=4 9 16 -12
B 3 7 3-5=-2 | 7-6=1 4 1 -2
C 4 8 -1 8-6=2 1 4 -2
D 7 2 2 -4 4 16 -8
E 8 3 3 -3 9 9 -9
F 9 1 4 -5 16 25 -20
G 2 10 -3 4 9 16 -12
H 3 10 -2 4 4 16 -8
I 4 7 -1 1 1 1 -1
J 8 2 3 -4 9 16 -12

>=50 >=60 =66 | X=120 | X=-86

N = 10 10
X=5]|y=6
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y2 120
S = —_— = =
y n 1o 346
Formula
Covxy -86 —-86
“nsxSy " ~10(257+346) 8goz %’

The results can be interpreted by saying that there is a strong but negative
relationship between variable X and Y.

The correlation coefficient is simply a point on the scale between -1 and +1,
and the closer it is to either of those limits, the stronger is the relationship
between the two variables.

b.) Formula for computation of correlation with raw scores —

Zxy—

E0Ey)
n

r=

Let us take a numerical example — Suppose a researcher is trying to find
the relationship between social skills and stress of college students. Both

are continuous variables and normally distributed.

Students Social Stress X2 Y?2 XY
skills (X) (Y)
1 10 6 100 36 60
2 20 2 400 4 40
3 30 4 900 16 120
4 40 10 1600 100 400
5 50 12 2500 144 600
6 60 8 3600 64 480
Total 210 42 9100 364 1700
. Exy_(ZJrJTEZy)
e G2 50 G
1700_(210)(42)
= (210)2 5 (42)2 = % = 0.657
\/(9100 A )(364 A )

The result can be interpreted by saying that there is a positive but moderate

relationship between the two variables.
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Pearson’s correlation coefficient that is calculated on the sample is not an
unbiased estimate of population coefficient(p). The smaller the sample
size, more biased the estimate of population will be. So, we need to adjust
the correlation coefficient to reduce this bias. The formula for adjusted r is

—r2 -
Faj = \/1——(1 )N

N-2

Applying this formula to above example of correlation of coefficient of
raw scores

_ 2 _
Faj = \/1—% = 842

The results indicate that it is a relatively biased estimate of the population
correlation coefficient. In our example, the sample size is very small
(N=6), therefore there is a big difference between r and rag;.

5.5 PARTIAL CORRELATION

Partial correlation is a linear relationship between two random variables,
after excluding /controlling the effect of one or more independent variables.
The correlation coefficient of two variables will give misleading results if
there is another, confounding, variable that is numerically related to both
variables. To avoid that partial correlation is used.

Example

Researcher is interested to compute correlation between anxiety and
achievement by  controlling the impact of intelligence.
To compute partial correlation, we need data on all 3 variables.

Formulae for Partial Correlation
_ T12— (7"13)(7"23 )
123 = /—/—/———7—=
/1 -r3 [1-1%

r13 — (112 ) (123)

M32=
,1— T3 [1-1%4
723 —(r12) (r13)

231 =
1—r122 1- r123

Order of Partial Correlation:

1.  The first order partial correlation, r 123 indicates the correlation
between first and second variable while partialling out the third
variable. For example, a researcher is interested to find out the
relationship between academic achievement  motivation and
emotional intelligence by controlling the impact of parental pressure.
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The second order correlation, r 1234 indicates relationship between
first and second variable by partialling out the third and fourth
variable. Partial correlation can be computed with not only three
variables but many more.

The third order partial correlation , r 12345 indicates that correlation
is computed between first and second variable while partialling out
the third, fourth and fifth variables. .

The number to the right of the decimal point are the variables whose
effect is controlled or ruled out and the number to the left of the
decimal point are the variable whose relationship the researcher is
interested in. One cannot compute second order partial correlation
without first computing the first order correlation.

Computation of Partial Correlation: Suppose we want to find out
the relationships between three variables — (1.) academic
achievement motivation (2.) emotional intelligence (3.) parental
pressure. The correlation coefficient values are as under

rz2 = .90, rs=.60, riz=.50

.90—(.50)(.60)

M123= V1 - .502V1 - .602 =86

f1ay= —50= (906D _  qp

1827 = o02vi-s602
60-(90)(50)  _ 4g

31 = ————— =,
231 v1-.902 v1-.502

The results indicate that there is a strong relationship between
academic achievement motivation and emotional intelligence if we
keep parental pressure constant. There is negative and very weak
relationship between academic achievement motivation and parental
pressure if we keep emotional intelligence constant. Negative
relationship is indicating that as the parental pressure goes up, the
academic achievement motivation comes down. There is weak but
positive relationship between emotional intelligence and emotional
intelligence if we keep academic achievement motivation constant.

Assumptions of Partial Correlation:
1. All variables used are continuous variables

2. Scores of variables have unimodal or have fairly symmetrical
distribution without any significant skewness.

3. The paired scores of each pair of variables are independent of
all other scores in the sample.

4.  There is a linear relationship between the scores of every pair.
5. There are no outliers.

6. There can be one or more variables that one wants to control.



5.6 SPECIAL CORRELATIONS

We need to use special kind of correlation methods when the data does not
meet the preconditions of Pearson’s product moment correlation. In other
words, we use special types of correlations when any of the following
characteristics are there in the data—

a) the data is not normally distributed

b) Both the variables are not the continuous variables.
c) there is no homogeneity among the variables.

d) there is no linear relationship between the variables.

Some of the special types of correlations are variations of Pearson
correlation and some are non-Pearson correlations. Special type Pearson
correlations are Point-Biserial Correlation and Phi coefficient while the
non-Pearson type correlations are Biserial and Tetrachoric correlations.
Now let us look at each one of them.

Point Biserial Correlation (rpb)

Point Biserial Correlation (rpp) is a Pearson’s Product moment correlation
between one truly dichotomous variable and the other variable being
continuous variable. Algebraically, the rpb = r. Point biserial correlation is
calculated in similar manner as Product Moment Correlation. It can be
denoted as rpb. it is simply Pearson’s r applied to a special kind of data. It
IS not necessary to have equal number of cases in both categories, e.g., we
can have 5 male and 6 female, or 5 black male and 8 white male, etc.

Assumptions for Using Point Biserial Correlation

1.  One of the two variables should be measured on a continuous scale.
Examples of continuous variables include intelligence, exam
performance (measured from 0 to 100), weight (measured in kg), etc.
This continuous scale should be either interval scale or ratio scale.

2. The other variable should be dichotomous. Examples
of dichotomous variables include gender (two groups: male or
female), employment status (two groups: employed or unemployed),
athlete (two groups: yes or no),etc. There should not be any
underlying continuum between the groups. In other words, dichotomy
should not be artificially created in a continuous data.

3. There should be no outliers for the continuous variable for each
category of the dichotomous variable.

4.  The continuous variable should be approximately normally
distributed for each category of the dichotomous variable.

5. The continuous variable should have equal variances for each
category of the dichotomous variable.

Association, Prediction and
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Example - X Y

Test Score Gender
90 1
85
78
93
79
85
79
89
90
95

Males (“17)
tend to score

lower than
females (“07)

ololo|lo|lo|r k||~

Calculation of Point Biserial Correlation (rpb)

Let us understand the calculation of point biserial through an example. Let
us take a data of 20 college students, out of which 9 are male and 11 are
female. We obtain their scores on a stress test and then we want to see
whether there is any relationship between sex and stress. Sex is
dichotomous- male and female, stress is a continuous variable.

Step 1 — Code the dichotomous variable, e.g., we code males as ‘0’ and
female as ‘1°.

Step 2 — Compute mean and standard deviation for group X and Y
Step 3 - Apply the formula

. _ Mp-Mq
Fpbis = —— /P4

M, = mean of category p

Mg = mean of the category q

e = the proportion of the sample in first group denoted as category p

q = the proportion of the sample in second group denoted as category g.
o = is the standard deviation of the entire sample.

Let us take a numerical example of point biserial correlation.

Table 1: Data showing the sex and scores of stress test for 20 college
students. (Female is coded as 1, Male is coded as 0)

Sr. | Male(p) Scores of X- Xtotal (X~ Xtota)?
no. | Female(q) Stress (X)

1 0 6 6-8.06 =-2.06 4.24

2 0 10 10-8.06 =1.94 3.76

3 0 8 8-8.06 =-0.06 0.003
4, 0 12 12-8.06=3.94 15.52

5 0 6 6-8.06 =-2.06 4.24

6 0 5 5-8.06 =-3.06 9.36




Sr. | Male(p) Scores of X- Xtotal (X- Xtotal)?
no. | Female(q) Stress (X)

7. 0 12 12-8.06=3.94 15.52

8. 0 13 13-8.06 =4.94 24.40

9. 0 9 9-8.06 =0.94 0.88
10. 1 7 7-8.06=-1.06 1.12
11. 1 8 8-8.06 =-0.06 0.003
12. 1 6 6-8.06 =-2.06 4.24
13. 1 6 6-8.06 =-2.06 4.24
14. 1 8 8-8.06 =-0.06 0.003
15. 1 5 5-8.06 =-3.06 9.36
16. 1 8 8-8.06 =-0.06 0.003
17. 1 8 8-8.06 =-0.06 0.003

Total = 96.895
Np (male) =9

Nq (female) =8

Mp = Total scores of males /n=81/9 =9.00

Mp = Total scores of females/n=56/8 =7.00

M total

P = Proportion of males=9/ 17 =.529,
g = Proportion of females = 8 /17 = .471

T(x=%)?2 _
n-1

Mp—-Mq
. Vpa

O total =

I'pbis =

81+ 56_
9+8

8.06

96-90

=2.39

(o= 2 X V.529 X.471 =0.84 X .50 =0.42

rpb = 042

The computed r value will be either positive or negative sign. The sign of r
needs to be interpreted depending upon the coding of the dichotomous
group. Suppose, if we had coded male as 1 and female as 0 then rpb would
have come with a negative sign. But this negative sign can be ignored as it
is arbitrarily decided by us. A positive correlation indicates that the mean

of the group coded 1 is more than the mean of the group coded 0.

Significance Testing of Point Biserial Correlation Coefficient
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Since rpy is Pearson’s correlation, the significance testing is also similar to
it.

The t- distribution is used for this purpose with n — 2 as df.

Phi coefficient

If both the variables (X and Y) are truly or naturally dichotomous, then the
Pearson’s Product Moment Correlation calculated is called as Phi
coefficient (phi). If the classification of the variables into two categories is
truly discrete, then we cannot have more than two categories. For example,
items that can be categorized as yes/no, pass/fail, living/dead, etc. and no
third option is allowed, it is called truly dichotomous variable.

Phi coefficient is used in item analysis when we want to know the item to
item correlation. The phi is a nonparametric statistic and is also called the
mean square contingency coefficient. It makes no assumption about the
form of distribution in dichotomous variables.

The Phi Coefficient can be calculated as:
a.d—b-c
[e f-g-h

Similar to a Pearson Correlation Coefficient, a Phi Coefficient takes on
values between -1 and +1 where:

o -lindicates a perfectly negative relationship between the two
variables.

. 0 indicates no association between the two variables.

. 1 indicates a perfectly positive relationship between the two variables.
The further away a Phi Coefficient is from zero, the more

evidence there is for some type of systematic pattern between the two
variables.

Computation of Phi Coefficient:

The phi-coefficient related to 2 X 2 table:

Variable 2 Variable 1 (Gender) Total
(smoking) Male Female

yes a b atb (e)
No c d c+d (f)
Total a+c(g) b+d (h) (at+b+c+d)




Let us take a numerical example —

Variable 1 (Gender) Total
Variable2 Male Female
(smoking)
yes 50 40 90
@ (b) atb= (e)
No 40 60 100
(c) (d) c+d = (f)
Total 90 100 190
(a+c)=(9) (b+d)= (h) (a+b+c+d)
_ _ad-bc
Formula= @ = Jeron

Substituting the values in the formula, we get

@ _ 50X60—-40X40 _ 3000—1600 _ 1400
Vv90X100X90X100 9000 9000

Ans. @ coefficient = 0.15

=0.15

The relationship is function of the way we have assigned the number 0 and
1 to each variable. Assigning these numbers helps us to interpret sign of the
r. To calculate the proportion of variance shared by the two variables we
need to compute

r-2:(1)2

The significance of phi is tested by computing the chi square value from phi
for corresponding degree of freedom. The relationship used is as follows:

D% =?IN
Non-Pearson Correlation Coefficie

Biserial correlations and tetrachoric correlation are two non Pearson’s
correlation coefficients.

Biserial correlations

The only difference between point biserial and biserial correlation is that
we use point biserial when a variable has true dichotomy (e.g. male/female)
and we use biserial correlation when a continuous variable is artificially
divided into two categories on the basis of criteria determined by the
researcher. For example, we have the data of marks (ranging from 0 to 100)
that students have scored in psychology test. We decide to divide these into
two categories such as pass and fail on the basis of cut off score of 40. So
all those who have scored 40 and above are considered as pass and those
who have scored less than 40 are considered to have failed in the test. It is
known as artificial dichotomy because the cut off point was decided by the
researcher and was not naturally occurring dichotomous. The researcher can
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shift the cut off point of 40 to 35 or to 50 depending on the data and the
objective of his study or purely on the basis of his convenience. The
artificial dichotomy assumes that variable underlying this dichotomy is
continuous and normally distributed.

In other words, we can say that biserial correlation is a correlational index
that estimates the strength of a relationship between an artificially
dichotomous variable and a true continuous variable.

Conditions / Assumptions:

1. Both variables must be measured on a continuous scale.

2. One of the variables is artificially made a dichotomous variable
3. There are no outliers for both continuous variables.

4. Both variables are normally distributed.

5. Both have equal variance

6. Sample should be large

All conditions must be satisfied before one decides to use biserial
correlation coefficient.

Computation of Biserial Correlation Coefficient

Formula

— Mp-Mq X prq
SDt y

Ibis
p= Proportion of cases in one of the categories of dichotomous variable
g = Proportion of cases in the other category of dichotomous variable.
Mp = Mean of the values of first category X .

Mq = Mean of the values of second category X .

SDt = standard deviation of the entire group.

y = height of the ordinate of the normal curve separating the portion of p
and g

Now let us take a numerical example —

Following are the marks scored by the students on a test of psychology.
These marks are divided into two groups, of pass and fail, on the basis of
predetermined criteria.



Scores on | Marks | Marks | Total | Pass group | Fail group Entire group Association, Prediction and
atestof | Pass | Fail (n) (n2) Other Methods - |
achieve- | (n1) | (m) X[ & |Y [y AN 272

ment

185-194 | 7 0 7 |4 28 |4 0 41 28 112

175-184 | 16 0 16 [3] 48 |3 0 3| 48 144

165-174 | 10 6 16 |2 20 |2 12 |2 & 64

155-164 | 35 15 |50 |1] 3 |1 15 1] 50 50

145-154| 24 40 | 6410 0 0 0 0] 0 0

135-144 | 15 26 | 4 |-1) 15 -1 26 |1 4 41

125-134 | 10 13 | 23 |-2] 20 |-2| -26 |-2| -4 92

115-124 | 3 5 8 [-3] 9 [-3] 15 |-3] -4 72

105-114 | 0 5 5 [4] 0 4 20 4] -20 80

Total 120 | 110 | 230 Y fx’=87 Yy'=-60| | Yfz=27 | fz*=655

(Source: Statistics in Psychology and Education — S.K. Mangal)

MP—MQXE
SDt y

Ibis =

Step 1. p = proportion of cases in the pass group

_ny _ Thosewhopassed _ 120 _ 52
N  Total No.of students 120+110

Step2.q=1-p=1-52=.48
Step 3.y = Height of the normal curve separating the portion of p and g

=.3984 (critical value as given in the critical value table of biserial
correlation, table is not given in this study material)

Step 4. To find out Mp = Mean of the values of first category X , Mq =

Mean of the values of second category X, SDt = standard deviation of the
entire group.

Mp=A+E xj

145+154
A = Assumed mean =

= 149.5

(you have already learnt before that to find out the assumed mean, you
need to take the class interval that is in the middle, total up the two ends of
that class interval and divide by 2).

X = X—-A _ Mid-value of X scores—assumed mean

i class interval

N= Total number of students =120

i = size of class interval

Mp = 149.5+%x 10 =156.75

Mg=A+2Z* y;
N 67
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(=60)
110

Mp -Mgq = 156.75 -144.05 = 12.70

Mqg=149.5 + x 10 =144.05

Mp-Mq , pq _ 12.7 x .52 x .48
SDt y 16.83 x .3984

Ibis = =0.47

Ans.: Coefficient of biserial correlation, rpias = 0.47

Tetrachoric correlations

When both the variables are artificially dichotomous and both of them
cannot be expressed in scores, then we cannot use correlation methods
explained above and we need to use tetrachoric correlation method. It
estimates what would be the correlation between two binary variables if you
could measure variables on a continuous scale. It assumes that if it is
possible to get scores for these variables then both variables would be
normally distributed and have linear relationship.

For example, suppose a researcher wants to find the relationship between
anxiety and social skills. Then, though the scores on anxiety scale are
continuous ones, he can artificially make them dichotomous by dividing
them into high anxiety and low anxiety based on some cut off score.
Similarly, social skills may be artificially categorized into two categories-
having social skills and not having social skills.

Though tetrachoric r is less reliable than the Pearson’s r, it becomes more
reliable if —

e N is large

e The division in the two categories are near the medians.

The value for a tetrachoric correlation can range from -1 to 1 where:
-1 indicates a strong negative correlation between the two variables.
0 indicates no correlation between the two variables.

1 indicates a strong positive correlation between the two variables.
Formula —

180°x\/BC)
VAD+VBC

A,B,C,D are frequencies in 2X2 table.

= COS(



Formula — When AD > BC, Association, Prediction and
Other Methods - |

180°x\/BC)

=08 (7 vae

The value of ry will always be positive.

Formula — when BC > AD,

[ = COS (1800x AD)
= VAD+VBC

The value of rywill always be negative
Formula -when BC=AD,

180%x+VAD

2VAD

= Cos ( ) = cos 90°=0
The value of rewill be always 0.
Computation of tetrachoric correlation:

Let us take an example, where we want to see the relationship between
personality (categorized as introvert/ extrovert) and success/ failure on the
job.

Example:

Relation between PERSONALITY (INTROVERT/ EXTROVERT)

XI'Y 0 1 Total
0 a b a+b
1 C d C+d

Total A+c B+d n

SUCCESS/ FAILURE
ON THE JOB
PERSONALITY (INTROVERT/ EXTROVERT)

XY 0 1 Total
(introvert) (Extrovert)
0 (success) 40 30 70
a b a+b
1 (failure) 10 30 40
C d C+d
Total 50 60 110
A+c B+d n
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SUCCESS/ FAILURE

ON THE JOB

Step 1 — Compute AD — A X D =40X30 =1200
Compute BC — B X C=30X10 =300

Here, AD is bigger than BC so we use the formula

Step 2 - Formula — When AD > BC,

180°xv/300 180° X 17.32 _3117.6 _

re=cos (M) = COS (—) = cos 60°
t= VaD+VBC/ ~ V1200+v300/ 34.64+17.32  51.96

Table value of rytakes as the cosine of an angle is
Cos 60°=.500
re=.500

5.7 LINEAR REGRESSION

Linear regression analysis is actually a form of correlation analysis. Linear
regression analysis builds on Pearson’s product-moment correlation
coefficient, r, going beyond simply assessing relationships to actually
predicting the value of the DV from the values of one or more IVs. One of
the important goals of psychology is to predict behavior in a given situation,
in this section, we will look at how we can make predictions about one
variable based on the information about another variable. Before that, let us
look at some of the basic differences between correlation and linear
regression. In correlation, we have two variables ( e. g. neuroticism and
happiness), we can any of these two variables as X and Y, but while using
linear regression to make prediction, we have to specify which variable is a
predictor (X) and which variable is being predicted(Y). Generally predictor
variable is denoted by X and predicted or outcome or criterion variable as
Y. But regression analysis is not restricted to only two variables. When there
is only one independent variable and one dependent variable in regression
analysis, we call it simple linear regression and if there are more than one
predictor variables, we call it multiple regression analysis. In this section,
we will look at simple linear regression analysis only.

The Regression Line:

While the Pearson correlation measures the degree to which a set of data
points form a straight-line relationship, regression is a statistical procedure
that determines the equation for the straight line that best fits a specific set
of data. Ordinary Least Squares regression (OLS) is a common technique
for estimating coefficients of linear regression equations which describe the
relationship between one or more independent quantitative variables and a
dependent variable (simple or multiple linear regression). OLS is another
name for finding the best fit line. Before we fit a line of best fit to the
observed data we must ensure that there is linear relationship between the



two variables. This can be done by plotting the data on a scatterplot or by Association, Prediction and
computing the correlation coefficient of the data. Both these techniques Other Methods - 1
have been discussed above. The term ‘regression’ simply means that the

average value of y is the function of X, means it changes with X.

The formula for equation of straight line is
Y =a+bX
If X is known then one can predict Y and if Y is known then one can predict

X. We predict Y variable based on X variable but it does not mean Y is
caused by X.

Y — Criterion variable / DV/ Outcome variable/ Response variable
X — Predictor variable /IV / Explanatory variable

b - slope of the line / regression coefficient - The slope is that change in
the Y when X changes by one unit. It is the rate of change

A -Y intercept/ regression constant - intercept of regression line is that
value of Y when the X value is zero. The intercept is the same as the
regression constant.

Let us take an example to explain this formula. Suppose we have data of
five obese people who have been exercising. We want to find out whether
the amount of weight reduction can be predicted on the basis of number of
hours spent in exercising.

Obese Persons Hours spent in Weight lost in
exercising (X) grams (YY)
A 1 20
B 2 25
C 3 30
D 4 35
E 5 40
Y-Values
50
45
w 40
g 35
230
2 25
= 20
2 15
210
5
0
0 1 2 3 4 5 6 7

Hours of exercise
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For this data slope of line can be calculated by using the formula

Y2 -Y1
X2 -X1

b (Slope) =

Suppose we take Y2 as 25 and Y1 as 20, similarly we take X2 as 2 and X1
as 1, then the slop will be

25-20 5
Slope = =

2-1 1

=5

a = The point at which the line passes through Y axis and where X is 0 on
X axis is 15 grams. It is also known as Y intercept.

Now if we want to find out how much weight a person will loose if he
exercises for 7 hours, then using the equation

Y =a+bX
We can compute Y = 15 +5(7) = 15+35 =50

A person will loose 50 grams if he exercises for 7 hours. Using scores
outside the range for the predictor variable may give unrealistic (or even
impossible) predicted scores for the criterion variable.

However, this equation is applicable only if there is perfect relationship

between the two variables, but we know that in real life, the relationships

are not so perfect. We need to take into account the error of prediction of

the scores on Y variable. It is also called residual. It can be computed as
error of prediction = y—73

Errors are also called deviations. They are vertical distances of all points
above or below the line. The objective is to fit regression line as closely to
points as possible. This is done by making the total of the squares of the
deviations as small as possible.

Y=a+hbh X +e
Y = actual obtained value of Y
X=actual value of the predictor
a= y — bx [the intercept(the value of y when X = 0) ].

The y-intercept is the height of the line when x is 0. The Y intercept
represents the average value of Y when X equals zero. The intercept is the
same as the regression constant. The regression constant is a kind of
baseline number, the number you start with. Generally, the best baseline
number would be the number we predict from a score of 0 on the predictor
variable.

b: COVyxy

Sk
[theslopeoftheregressionline(amountofdifferenceinYwithoneunitofdifferenceinX). |
The slope is called the regression coefficient too.




X intercept - The x intercept is the point where the line crosses the x axis.
At this pointy = 0.

y = a+bX
Here ¥ is predicted value of Y in sample. It is not an actual value of Y,

Now let us understand the concept of residual error.

A Sum of Syuares . S .
Residual Error (SSE) Regression /
o /«— Best-fit Line
l—»‘ -
1
! L
d L
Sum of Squares
e Tatal (SST)
e o
Y oo
. / Sum of Squares Mean of Actual /
/ Regression (SSR) RFSFUHSE
Variable Value
®
L]
e

(Source: Google images)

The data points usually don’t fall exactly on this regression line; they are
scattered around. A residual is the vertical distance between a data point and
the regression line. Each data point has one residual. They are:

. Positive if they are above the regression line,
. Negative if they are below the regression line,
. Zero if the regression line actually passes through the point,

The difference between the best fit line and the observed value is called
the residual or error. Error just means that there is some unexplained
difference.

So we can conclude that there are two important features of regression line

i) Its distance from base line
i)  Itsslope

Ordinary Least Squares (OLS)

It assumes that there are no errors in variable X. Errors are only in prediction
of Y. These errors take place because it is not possible to draw a straight
line that will pass through all the points. It is possible to draw many lines.
So OLS is used to find the best fit. Line of best fit means a line that
minimizes the Y error. The Y — ¥ is the error in prediction of the Y. It is
called obtained residual of the regression. The best line is the one that
minimizes this residual. Which means,

Y—(@a+hX)=e

Association, Prediction and
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If your line is actually the best fit, then the sum and the mean of residual
error will always be zero as they are deviations from regression line. So, we
need to square each of these residual errors and find the sum of squares. An
attempt to minimize the sum of the squared errors is called as least squares.
As mentioned above, regression equation means best line of fit. In other
words, a line that comes closest to the true scores on Y variable. The
difference between predicted scores and actual scores on Y variable is error.
To make sure that error component in your prediction is at minimum, you
must take smallest sum of squared errors. It is also called least squared
criterion.

Now let us see how it is computed

Students | X Y X= = | x? y:  |xy
(X-x) | (v-7)
A 2 3 -2 -1 4 1 2
B 3 2 -1 -2 1 4 2
C 2 4 -2 0 4 0 0
D 5 1 -3 1 9 |-3
8 10 4 6 16 36 |24
N=5 |¥=20|Y=20 Y=26 | ¥=50 | ¥=25
Xx=4|y=4
COvyy = E(zy) - ? -5

h=S2%xy - 5 _00963

s2 2.282

S, = /2—"2=\/§=228
n 5
Y=a+ bX+e

a=y —bx =4-(,963) (4) = 0.148
y = a+bX
= 0.148+.963X
Predicted weight loss = 0.148+.963 (hour of exercise)
9 =0.148 + 0.963(2) = 2.074
When the value of X=2 predicted value of Y will be 2.074.
Assumptions or Conditions to Be Met to Use Regression Analysis:
1.  IV/DV - both must be quantitative

2.  For each variable, the sample size must be at least 20 cases.



3. identify and remove extreme outliers.

4. Normality — The error terms follow the normal distribution with a
mean zero and variance one.

5. The error terms are independent.

6. The population of X and the population of Y follow normal
distribution and the population pair of scores of X and Y has a normal
bivariate distribution.

7. Linearity — there should be a linear relationship between two
variables, use scatter plot to check that.

6.  Homoscedasticity — the variance of the residue errors is the same
across all values of the predictor (X)

7. Residuals (errors) should be normally distributed and error terms
should be independent

8.  There should be independence among the pairs of scores

9.  The researcher should stay within the range of the data. For example,
if the data is from 10 to 60, do not predict a value for 400.

10. The researcher should not make predictions for a population based on
another population’s regression line.

5.8 SUMMARY

In this unit, we have discussed what is meant by correlation. The word
correlation is used to describe the covariance of two variables. Variables
that have some order in them. A simple bivariate correlation analyses can
measure the strength and direction of the relationship between two
variables. Scattergram is presentation of relationship between two variables
in pictorial or graphical form. The pairs of scores are plotted, one for
variable X and one for variable Y. This relationship between X and Y can
be linear or non-linear, positive or negative, strong or weak. The range of
correlation coefficient is +1 to -1. Pearson’s Product Moment correlation
coefficient is biased estimate of population coefficient and to tackle this
anomaly, adjusted r is used. Partial correlation is used when we have more
than two variables and we want to find out the effect of each variable
separately. Special type of correlations are point biserial correlation, biserial
correlation, phi coefficient and tetrachoric coefficient.

Point biserial correlation method is used when at least one of the variables
are truly dichotomous and biserial correlation is used when continuous
variable is made dichotomous artificially. Phi coefficient is used when both
the variables are truly dichotomous and tetrachoric correlation is used when
both the variables are artificially dichotomous. Biserial and tetrachoric
correlations are non-Pearson correlations.

Association, Prediction and
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5.9 QUESTIONS

7.

What is scatter plot and how it is prepared.

Discuss in brief the assumptions underlying the use of Pearson’s
Product Moment method for computing the correlation coefficient.

What is the difference between point biserial correlation and biserial
correlation. Discuss the process of their computation with the help of
hypothetical data.

Write a detailed note on adjusted r and partial correlation.
Discuss in detail what is linear regression.

What are the conditions to be met to compute linear regression
analysis.

Explain phi coefficient and tetrachoric correlation.
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Unit Structure:

6.0 Objectives

6.1 Introduction

6.2 Kendall's tau

6.3 Spearman’s rho

6.4 Measures for nominal data,
6.5 Chisquare,

6.6 Binomial test,

6.7 Proportions test

6.8 Multiple Regression
6.9 Logistic Regression
6.10 Summary

6.11 Questions

6.12 References

6.0 OBJECTIVES

After studying this unit, you will understand

a) what is meant by Kendall’s tau

b) What is Spearman ‘s rho

c) what are the measures of nominal data

d) why and how chi square is used

e) What is multiple regression and logistic regression

6.1 INTRODUCTION

In previous unit, you have learnt about very robust statistical techniques,
viz., various types of correlations and regression analysis. But there are
certain research situations where these techniques cannot be used as they do
not satisfy the assumptions of parametric tests. So we will look at non
parametric techniques such as Kendall’s tau and Spearman rho. Chi square,
binomial test and proportion tests are Similar to each other. While chi square
is used to find out the difference between observed frequencies and
expected frequencies, binomial test is used to test probabilities of success
in repeated trial experiments and proportion test is used to test whether
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given proportion of a sample differs from population proportion. There are
various measures of nominal data but the most popular one is chi square.

6.2 KENDALL'S TAU

Kendall’s tau (8) is one of a number of measures of correlation or
association. Kendall’s tau is a bivariate measure of correlation/association
that is employed with rank-order data. If the data on X or Y or on both the
variables are in rank order then Kendall’s tau can be used to evaluate the
degree of agreement between the rankings of two judges for n
subjects/objects. Tau measures the degree of agreement between two sets
of ranks with respect to the relative ordering of all possible pairs of
subject/objects. We can say that Kendall’s tau is a proportion which
represents the difference between the proportions of concordant pairs of
ranks less the proportion of discordant pairs of ranks.

Just as in Pearson’s Product Moment Correlation, for kendall’s tau too, the
range of possible values is -1.00 to +1.00. The computed value of tau will
equal + 1 when there is complete agreement among the rankings (i.e., all of
the pairs of ranks are concordant), and will equal -1 when there is complete
disagreement among the rankings (i.e., all of the pairs of ranks are
discordant).

Concordant pairs — the number of observed ranks below a particular rank
which are larger than that particular rank.

Discordant pairs-the number of observed ranks below a particular rank
which are smaller in value than that particular rank.

While computing Kendall tau, one set of ranks represents the ranks on the
X variable, and the other set represents the ranks on the Y variable. For each
subject there will be a pair of ranks (Rxand Ry ). Now let us see how it is to
be computed.

Computation of Kendall tau (without tied ranks)
Step 1

Below in step 1 we will rank the scores on the X and Y variable starting
from rank 1 for the lowest number

Step 2: We will arrange the list of N subjects so that the rank of the subjects
on variable X are in their natural order, that is, 1, 2, 3,....N.

Step 3: Next we will place the ranks of Y in the order in which they occur
when X ranks are in natural order.

Step 4 : To determine concordant and discordant, we look at only column
number 7 . We start with top most row and ask , in this column ‘ how many
numbers are smaller than the number given in that row and how many
numbers are bigger than that number in that column ¢ . The number of
bigger numbers are put under column 8 in first row and total number of
discordant are put in column number 9. For example, in the data below we



start with number 5 in column number 7 and find that in column number 7,
there is no number below 5 that is bigger than 5, so concordant is zero.
There are 4 numbers below 5 in that column that are smaller than 5, so we
put number 4 in column number 9 in first row. Now we ignore number 5
and again ask the same question for the next number, * how many numbers
are bigger than one and how many numbers are smaller than one in that
column. There are 3 numbers bigger than one and no number is smaller than
one in that column, so we write 3 in second row of column number 8 and 0
in column number 9. When we come to the last number in column number
7 ,1i.e., 4, we ask the same question, but there is no number under that, so
we write zero in both concordant and discordant columns.

6. Total up the concordant and discordant column and apply the formula

concordant — discordant

ran = concordant + discordant
Column 2 3 4 5 6 7 8 9
No. 1
Students | Scores |Rank | Scores | Rank |Natural| Correspond-| Concordant | Discor
givenby | Rx | given | Ry | rank | ingranks dant
Judge X by order of Y
Judge of X
Y
A 4 2 3 1 | 1) 5(E) 0 4
B 7 3 4 2 | 2(A) 1(A) 3 0
C 8 4 7 3 13(B) 2(B) 2 0
D 9 5 8 4 14(C)| 3(C) 1 0
E 3 1 9 5 150D) 4(D) 0 0
Y'=6 Y=4
Tau = concordant — discordant _ 6—4 = 20

concordant + discordant - 6+10

Kendall Rank-Order Correlation with Ties

If there is tie in the ranks given by either one or both judges, we need to use
a different formula. Let us take an example of tied ranks. In this example,
scores are already given by the judges and we are going to rearrange those
ranks as we did in case of untied ranks example.

As shown in above example, in this example too, we focus on column
number 5 and ask the same question ‘ how many numbers are bigger than
3.5 and how many are smaller than 3.5 in this column’. So there are two
numbers that are smaller than 3.5, we put number 2 in discordant (D ) and
8 numbers are bigger than 3.5 in that column, so we put number 8 in
concordant (C ). The number in the second row is same as number in first
row in column number 5, so while counting bigger and smaller numbers,
we ignore this equal number. After that, we continue with the next number
in the column, i.e., the second row and ask the same question. The numbers
placed above this number (in row one) are to be ignored.

Association, Prediction and
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1 2 3 4 5 6 7
Students |Judge |Judge |Rearranged|Rearranged| C D
X Y ranks of X |ranks of Y
Ranks |Ranks
A 3 1.5 1(D) 3.5(D) 8 2
B 4 1.5 2(C) 35(C) 8 2
C 2 35 3(A) 1.5( A) 8 0
D 1 3.5 4(B) 1.5(B) 8 0
E 8 5 5(K) 10.5(K) 1 5
F 11 6 6(H) 8(H) 3 3
G 10 7 7() 9(l) 2 3
H 6 8 8 (E) 5(E) 4 0
I 7 9 9(L) 12 (L) 0 3
J 12 10.5 10 (G) 7(G) 1 1
K 5 10.5 11 (F) 6 (F) 1 0
L 9 12 12 (J) 105(J) 0 0
Y=44 | ¥=19

Now in next step we need to find the value of Tx and Ty. T means ties.
There are no ties among the scores of X ranks, so

Tx=0.

On 'Y scores there are three sets of tied ranks. Two students have tied ranks
of 1.5, two other students have tied ranks of 3.5 and another two students
have tied ranks of 10.5. In each of these cases tied observations are 2.

Ty =t (t-1)

Ty = 2(2-1) +2(2-1) + 2(2-1) = 6

S= sum total of concordant and discordant = C-D = 44 — 19 = 25,
N=12

So now we apply the formula for tau of tied ranks

2S

Tau =
JIN(N —1) = Tx][N(N — 1) — Ty]
_ 2% 25 _ 50
~ J12(z-D-o][12(12-1)—6]  /(132)(126)
= 50 _ 39

12897



Interpretation: There is a positive but very weak relationship between the  Association, Prediction and
two rankings Other Methods — II

6.3 SPEARMAN’S RHO

Pearson correlation coefficients measure only linear relationships.

The Spearman's rank-order correlation is the nonparametric version of
the Pearson’s Product Moment Correlation. It measures the strength and
direction of association between two ranked variables. If the data on X or Y
or on both the variables are in rank order then Spearman’s rho is applicable.
It can also be used with continuous data when the assumptions of Pearson’s
assumptions are not satisfied. It is used to assess the strength and direction
of the monotonic relationship. So, a meaningful relationship can exist even
if the correlation coefficients are 0. What is monotonic relationship? See
fig 1

Fig.1

In a monotonic relationship, the variables tend to change together, but not
necessarily at a constant rate.

Y 4 Y

X X X

Monotonically increasing Monotonically decreasing Not monotonic

e Monotonically increasing - as the x variable increases the y variable never
decreases;

e Monotonically decreasing - as the x variable increases the y variable never
increases;

e Not monotonic - as the x variable increases the y variable sometimes decreases
and sometimes increases.

Source: Google images

Formula for Spearman’s rank order correlation with untied ranks
6Y.D?
p=1l-——s
nn?—1)
p = Spearman’s rank order correlation
D = difference between the pair of ranks of X and Y
n= the number of pairs of ranks

Computation of Spearman’s rank order correlation with untied ranks

Step 1 Rank the scores of X variable in ascending order. Give rank 1 to the
lowest score, 2 to the next lowest score, and so on. In case of our data, the
scores are already ranked.

Step 2 Find the difference in the ranks of X and Y and then square the

differences and total up the squared differences. 81



Statistics in Psychology Step 3 apply the formula for spearman’s rank order correlation.

X Y Rx Ry D= Rx- Ry D?
22 35 2 7 -5 25
23 39 3 8 -5 25
29 22 6 2 4 16
20 40 1 9 -8 64
25 31 4 6 -2 4
27 45 5 10 -5 25
30 30 7 5 2 4
34 28 8 4 4 16
37 25 10 3 7 49
35 20 9 1 8 64
> =292
2
p=1- n(652D—1) T 106()1(0209—21) T 1977502 = —0.77

The results show a strong but negative relationship between the two

variables.
Spearman’s rho with tied ranks
Formula :
SXY — (EX)n(EY)

Jere - & e - &2

Let us take an example of tied ranks

Subjects | X Y Rx Ry | (Rx)? |(Ry)? |(R)(Ry)
1 7 8 3.5 2.5 1225 | 6.25 8.75
2 11 16 6.5 9.5 42.25 | 90.25 61.75
3 16 14 9 7 81 49 63
4 12 5 5.5 25 30.25 27.5
5 8 2 2.5 4 6.25 5.00
6 17 16 10 9.5 100 90.25 95
7 7 9 35 4 12.25 16 14
8 11 12 6.5 55 42.25 | 30.25 35.75
9 5 7 1 1 1 1 1
10 14 15 8 8 64 64 64
Y=55 | Y=55 |Y=384 $=375.75
xy - E0GN

82 . \/ [ZXZ Bl (Znﬁ] [ZYZ B (Znﬁ]



375.75 ~5205)
=0.902

p i > >
(55) (55)
\/[384‘ [smas- 52

Interpretation - There is a very strong positive relationship between variable
Xand.

6.4 MEASURES FOR NOMINAL DATA

You have already studied that there are four types of data, nominal, ordinal,
interval and ratio. Nominal data is the least precise and complex level. The
word nominal means “in name,” so this kind of data can only be labelled. It
does not have a rank order, equal spacing between values, or a true zero
value. If the variable is nominal, the mode is the only measure of central
tendency to use.

The index of qualitative variation (IQV) is a measure of variability for
nominal variables such as race and ethnicity. The index can vary from 0.00
to 1.00. When all the cases in the distribution are in one category, there is
no variation (or diversity) and the IQV is 0.00. In contrast, when the cases
in the distribution are distributed evenly across the categories, there is
maximum variation (or diversity) and the IQV is 1.00.

To calculate the IQV, we use this formula:

_ K(100% — £Pct?

IQV = 1002 (K-1)

where K = the number of categories

> Pct2 = the sum of all squared percentages in the distribution

The steps we follow to calculate the 1QV:

1. Construct a percentage distribution.

2. Square the percentages for each category.
3. Sum the squared percentages.

4. Calculate the IQV using the formula

Let us take a numerical example

Top Three Racial/Ethnic Groups for Two States by Percentage

Race/Ethnic Group Maharashtra Bengal
Marwari 98.0 35.1
Bengali 1.0 n.d.
Tamilian 1.0 53.3
Maharashtrian n.d. 11.6
Total 100 100

Association, Prediction and
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Race/Ethnic Maharashtra Bengal
Group

% (%0)? % (%0)?
Marwari 98.0 9604 35.1 1232.01
Bengali 1.0 1 n.d. n.d.
Tamilian 1.0 1 53.3 2840.89
Maharashtrian n.d. n.d. 11.6 134.56
Total 100 9606 100 4207.463

The IQV for Maharashtra is

K(1002 — £Pct?

IQV = 1002(K-1)

_ 3(100% - 9606 _
T 1002(3-1) 0.06
The 1QV for Bengal is

K(1002 — xPct?

IQV = 100%(K-1)

_ 3(100% - 4207.463 _
1002(3-1)

0.87

In Bengal, where the 1QV is 0.87, there is considerably more racial/ethnic
variation than in Maharashtra, where the IQV is 0.06.

Crosstabulation (also known as contingency or bivariate tables) is
commonly used to examine the relationship between nominal variables Chi
Square tests-of-independence are widely used to assess relationships
between two independent nominal variables.

Apart from chi square, there are many other statistics that can be used to
gauge the strength of the association between two nominal variables. They
are used as measures of effect size for tests of association for nominal
variables.

The statistics phi and Cramér’s V are commonly used. Cramér’s V varies
from 0 to 1, with a 1 indicting a perfect association. phi varies from -1 to
1, with —1 and 1 indicating perfect associations. phi is available only for 2
X 2 tables.

Cohen’s w is similar to Cramér’s V in use, but it’s upper value is not limited
to 1.

The odds ratio is appropriate for some contingency tables. It is useful when
the table describes a bivariate response among groups. For example,
disease or no disease among males and females. Or, pass or fail among
locations.
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Cohen’s h is used to compare the difference in two proportions. It can be
used in 2 x 2 contingency tables in cases where it makes sense to compare
the proportions in rows or columns. It can also be used in cases where
proportions are known but the actual counts are not. A value of 0 indicates
no difference in proportions, and the difference between proportions of 0.00
and 1.00 results in a value of + pi (c. 3.14).

Goodman and Kruskal’s lambda statistic is also used to gauge the strength
of the association between two nominal variables. It is formulated so that
one dimension on the table is considered the independent variable, and one
is considered the dependent variable, so that the independent variable is
used to predict the dependent variable. It varies from 0 to 1.

Another measure of association is Tschuprow's T. It is similar to
Cramér’s V, and they are equivalent for square tables (one with an equal
number of rows and columns).

Conditions for data

. Two nominal variables with two or more levels each. Usually
expressed as a contingency table.

. Experimental units aren’t paired.

6.5 CHI SQUARE: CHI-SQUARE TEST FOR A SINGLE
SAMPLE

Chi square is a non-parametric test. It is an approximate test of significance
for association between two categorical variables when data is in the form
of frequency counts and interest focuses on how many subjects fall into
different categories. It does not require equality of variances among the
study groups or homoscedasticity in the data. It permits evaluation of both
dichotomous independent variables, and of multiple group studies.

Distribution of chi square is very different from the normal distribution or t
distribution. See fig. 1 and fig 2.

Fig.1

Normal Student’s t
Distribution Dristribution

Chi-Square F Distribution
Distribution
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Fig.2

as 2=
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Chi-square (1% Chi-square (1)
(mdf=1 (b)df=2
2> 9.49 i< 15.51
P P B L . N
1 3 5 7 9 11 13 15 9 11 13 15 17 19
Chi-square (x%) Chi-square (%)
(c)df=4 (d)ydf=38

Chi-square distributions for df 5 1, 2, 4, and 8.

(Source: Howell, D. (2009)) .Statistical Methods for Psychology (7th ed.). Wadsworth)

The chi square distribution is actually not a single curve, instead it is a
family of curves, each curve is based on the degrees of freedom. The area
under each curve of the chi square distribution equals to one. This type of
distribution was first discovered by Helmert in 1875 and later in 1900 Karl
Pearson rediscovered it. He used it as a ‘goodness of fit’ to find out how far
the observed frequencies fit the expected theoretical frequencies in some
hypothesis.

A one-sample chi-square includes only one dimension, variable, and is
usually referred to as a goodness of fit test. In other words, it tests just how
well do the collected data fits the pattern that was theoretically expected.,
50% - 50%7?

Let us understand the meaning of observed and expected frequencies
through three hypothetical situations.

Hypothesis of chance:

For example, suppose we collect the data from student population on the
question, whether cigarette smoking should be banned? The answer can be
given either as yes or no. If we have taken a random sample, the expected
frequency of yes and no will be 50:50. That is 50% students are likely to
say ‘yes’ and another 50% are likely to say no. Suppose, in actual collected
data, we get 60 ‘yes’ and 40 ‘no’ answers, that will be known as observed
frequencies.

Hypothesis of Equal Probability:

Suppose there were three options to the question of cigarette smoking
instead of two, such as yes, no, not decided. In that case theoretical
expectancies will be divided into three parts on the basis of sample size. If



there are 90 students in our sample then theoretically the chances of getting
yes, no, or not decided will be equal, i.e., 30 each and that will be the
expected frequency of that experiment. So, the expected frequencies are the
frequencies you would expect if the null hypothesis were true.

Hypothesis of normal distribution:

Expected frequencies can be determined on the basis of normal distribution
of observed frequencies too in the entire population, instead of just the
sample size. Suppose we have a sample size of 350 students who had to
choose only one colour shirt out of six different colored shirts, and observed
frequencies are recorded into five categories as shown in table 1.

Table 1
White Black Pink Green Purple Red
40 85 75 65 45 40

If it is assumed that there is equal preference for each colour is normally
distributed in large population, then expected frequency in each category
will be on the basis of population of normally distributed curve.

Two-sample chi-square includes two dimensions or variables, and is usually
referred to as a test of independence. For example, it might be used to test
whether preference for certain elective subjects is independent of peer
pressure and gender.

Participation in one category should not allow participation in another.

The data from all cells of the table should add up to the total count, and no
item should be counted twice.

The objective of chi square is to test the statistical significance of the
observed (experimental) frequencies relationship with respect to the
expected (theoretical) frequencies relationship. The sampling method
should be random sampling.

Assumptions for using Chi square goodness of fit test are
1.  Sample is randomly selected from a given population.
2. Observations are representative of the populations of interest.

3. Categorical nominal data are used in analysis. Data cannot be in the
form of percentages, ratios, codes or anything else.

4.  Data should represent actual tallies/counts (and not on percentages,
proportions, means, etc. for k mutually exclusive categories,

5. The expected frequency of each cell is at least 5 or greater in at least
80% of the cells and no cell should have an expected frequency of
less than one. If the total sample size is > 20, then expected
frequencies in one or two cells can be as low as 1 or 2.
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6.  The categories are mutually exclusive and each subject contributes
data to one and only one cell in the chi square. (if the same subject is
tested over time and the comparisons are made of timel, time 2,
time3, etc., then chi square cannot be used.

7. There are 2 variables and both are measured as categories. But data
can be ordinal, interval or ratio that has been collapsed into ordinal
categories can be used.

Null Hypothesis for computing chi square will be that there is no actual
difference between the observed frequencies (derived from data) and
expected frequencies (derived from either chance factor or from some
theoretical basis such as hypothesis of normal distribution).

Computation of Chi Square:

2 _ v [(o—fe)?
Formula y _2[—fe ]

fo = observed frequencies in each category

fe = expected frequencies in the corresponding category
Step 1. Make a contingency table of observed frequencies
Step 2. Compute expected frequencies

Step 3. Find the difference between observed and expected frequencies
and square them

Step 4. Find the degrees of freedom by using the formula —
df = (Number of Rows — 1) x (Number of Columns — 1)

Step 5. Compare computed chi square value with table value

Step 6. If the computed chi square value is equal or higher than the table
value, reject the null hypothesis.

Let us take a numerical example

Ho = There is no association between the gender and frequency for the
replies for question “How often do you exercise?”

Gender | Frequently Occasionally Rarely | Never | Total

Male 10 5 4 6 25
Female 20 10 3 2 35
Total 30 15 7 8 60




Male Female Total | y?
Observed | 10 20 30 0.50+0.36
o) =0.86
Expected | 30*25/60 | 30*35/60 =
> |E =12.50 17.50
& | OE 10-12.50 | 20-17.50 =
S =-250 | 250
1.
L | (0-E) (-2.50)? (2.50)> = 6.25
=6.25
(O-E)YE | 6.25/12.50 | 6.25/17.50
= 0.50 =0.36
Male Female Total  [y2
Observed O 5 10 15 ]0.25+
Expected E |115*25/60 = |35*15/60 = 8.75 0.18 =
> 0.43
= 6.25
s |oE 5-6.25=- |10-8.75=1.25
S 1.25
S |(0-Ep? (-1.25)2 = |(1.25)2=1.56
1.56
(O-E)YE  |0.25 0.18
Male Female Total | 2
Observed 4 3 7 0.40+0.29
o) =0.69
Expected | 7*25/60 = | 7*35/60 =
E 2.92 4.08
£ | oE 4-292= | 3-408=-
S 1.08 1.08
(O-E)? (1.08)?= (-1.08)% =
1.17 1.17
(O-E)YE | 1.17/2.92= | 1.17/4.08
0.40 =0.29
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Male Female Total &
Observed O 6 2 8 3.66
Expected E 3.33 4.67
o
S O-E 2.67 -2.67
p
(O-E)? 7.11 7.11
(O-E)’E 2.13 1.52

Tx2=0.86+ 0.43 + =0.69 + 3.66 = 5.64

df= (Number of Rows — 1) x (Number of Columns — 1)
(2-1) X (4-1)=1X3=3

df=3

Interpretation: At 0.01 level of significance, calculated chi square value
(5.64) is less than critical chi square table value (11.345), so null
hypothesis is accepted. Evan at 0.05 level of significance, calculated chi
square value of 5.64 is less than critical chi square table value of 7.815, so
null hypothesis is accepted. So, we can say there is no association between
the gender and frequency for the replies for question “How often do you
exercise?”

6.6 BINOMIAL TEST

Binomial distribution was first discovered by James Bernoulli in 1700. It
deals with situations in which each of a number of independent trials results
in one of two mutually exclusive outcomes. Such a trial is called a Bernoulli
trial. The binomial distribution is an example of discrete rather than
continuous distribution. For example, out of 100 students, we can have 70
passed and 30 failed students but not 68.97 passed.

The binominal test is used when there can be exactly two mutual exclusive
outcomes of a trial, e.g. a child is either male or female, a person is either
alive or dead, a coin has either head or tail face, etc. All such dichotomous
possibilities are labelled as ‘success’ or ‘failure’. These are arbitrary labels
for the two alternative outcomes.

To understand it clearly, suppose a random experiment is performed
repeatedly and each repetition is called a trial. The occurrences of an event
in each trial are called a ‘success’ and non-occurrence is called a ‘failure.
There are finite number of independent Bernoulli trials in which the
probability of success is constant for each trial, then g = 1-p will be the
probability of failure in any trial. The two independent constant n and p in
the distribution are known as the parameter of the distribution. ‘n’ is also



known as the degree of binomial distribution. Any random variable that
follows binomial distribution is known as binomial variate.

The Properties of Binomial distribution are

1. Fixed number of trials , n, means that the experiment is repeated a
specific number of times.

2. The n trials are independent, i.e., what happens in one trial does not
influence the outcome of other trials.

3. There are only two outcomes, called ‘success’ and ‘failure’.

4.  The probability of a success does not change from trial to trial where
p = probability of success
g = probability of failure = 1-p.
p+q=1

If the researcher has an idea about what the probability of success can be
and if the null hypothesis states that there are equal chance of both
possibilities occurring, we use binomial test to see how much observed
results differ from expected results. If there are more than two categories of
possible outcomes, we use multinomial test. This test is similar to chi square
with a little difference. If the sample size is large, we use chi square test,
but if the sample size is small, we use binomial test.

Assumptions of binomial test
1 Observations are sampled at random from a binary population.

2 Each observation is independent (does not affect the value of any
other observations sampled)

3 The probability of any sample observation being classified into one
of the two categories is fixed for the population.

4 With small sample sizes such as n<25, the exact binomial probability
can be evaluated.

With larger sample sizes, especially when P is close to 0.5, the binomial
approximation to the normal distribution with a continuity correction
(because the normal distribution is continuous but the binomial distribution
is discrete) can be used. In this case the normal variate Z is used to evaluate
the probability of the observed outcome.

The shape of Binomial Distribution depends on the value of p and n. If
p=0=0.5, the distribution will be symmetrical, no matter what the value of
n is. If the p is not equal to g, the distribution will be asymmetrical. For a
given particular n, the more the difference between p and g, the greater the
skewness of the distribution will be.
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Computation: The problem taken is that a six sided dice is rolled 12 times.
Out of these 12 trials, what is the probability of getting the number 4 five
times.

P(x) = (:) pXgn¥ = n! p* g

(n—x)!x!

Where

n=the number of trials or the numbers being sampled
x= the number of successes desired

p= probability of getting a success in one trial

g= 1-p=the probability of getting a failure in one trial

n _ ! —
P(x) - (x) pan = (n—rzc)!x! px q" .

_ _ -1 _5 n _ _ n!
n=12, X=5, p= /6’ = /6 (x) = nlr = (n—-r)lr!
_ 12\ _ 12! _ 12%11%10%9%8%7!

- ( 5) =12C5= (12-5)I5! 7! 5%4%3%2%1

(7' In numerator and denominator cut each other, 12 in numerator cuts 4*3
in denominator, similarly, 5*2 in denominator cuts 10 in numerator. So, we
are left with 11*9*8 in numerator and only one in denominator.)

(%) =792

P(5) =792 (1/)° (/)25 =792 (1/9)° (/g )
=0.028425
If we multiply 0.028425 with 100% we get
=2.84%

So, the probability of getting 4 on dice face five times if we roll six sided
dice 12 times is 2.84%

6.7 PROPORTIONS TEST

A test of proportion will assess whether or not a sample from a population
represents the true proportion from the entire population. For example,
suppose we want to find out the proportion of males within a given total
population of adults. A test of proportion will assess whether or not a sample
from a population represents the true proportion from the entire population.

Computation of proportion test using the critical value approval

Suppose a book publisher believes that there are 70% students in a particular
university that have opted for psychology as their major subject. The



salesman does not agree with it and believes this percentage to be different.
He conducts a survey of 200 students in that university and finds that 130
students have opted for psychology as their major subject. Now let us form
anull and alternate hypothesis. At a 95% confidence level, let us see if there
is enough evidence to reject the null hypotheses.

Ho:p=0.70, Qo =0.30

Ha: p # 0.70

N =200

X =130

~_ X _130_13_
P=3 20 20 .65

Since alternative hypothesis says that p is not equal to .70,the proportion
can be more than 70 or less than 70 so we need to use two tailed test.

Critical Region
(0.025 area)

Critical Region
(0.025 area)

With 95% confidence level, the critical z value is -1.96 on the left hand
side of the mean and + 1.96 on the right hand side of the mean.

Formula for proportion test

)

—Po
Po40
n

zZ =

;

:.65 -.70 —.154

.70%.30
200

Since computed z value of -1.54 is less than table critical z value of -1.96,
we cannot reject the null hypothesis that out of 200 students 70% have taken
psychology as their major subject.

e P is the sample proportion
® o is the hypothesized probability
* qoisl-po

e nisthe sample size.
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When |Zcalc| (absolute value of the calculated test statistic) is smaller than
Zcrit (critical value), we fail to reject the null hypothesis and claim that there
is no statistically significant difference between the population proportion
and the hypothesized proportion.

The above example is of one proportion test. There can be a two-proportion
test. A 2-proportion test helps you determine whether two population
proportions are significantly different. The null hypothesis for two
proportion test will be

Ho: p1-p2=0
or we can say Ho =p1=p>

If we assume pl=p2, then sampling distribution of p1 . p2 will be
approximately normal and will have zero mean. The formula to compute 2
proportion test is

* (ﬁl — [52)—0
NFa-9) 6+

zZ

Conditions to be met for calculating a confidence interval for a
proportion are

1. The sample should be randomly selected
2. There should be only two options or categories

3. The sample size should be at least 10, five members in each category.

6.8 MULTIPLE REGRESSION

In previous unit we discussed linear regression where we had one
predictor(X) and one dependent variable (Y). However, in real life, there
might be many factors that may jointly influence the dependent variable.
For example, job satisfaction of an employee may be influenced by salary,
relationship with boss, work itself, work environment and company
policies. So, when there are more than one independent variable that can
predict change in one dependent variable, we need to use multiple
regression. In multiple linear regression analysis, each IV provides its own
contribution in predicting the DV. We can say that the multiple linear
regression (R?) explains the relationship between one continuous
dependent  variable (y) and two or more independent
variables (x1, x2, x3... etc).

In multiple regression, while finding out the correlation between a set of
IVs and a DV, it is necessary to account for the potential correlation
between the 1Vs themselves. Otherwise, the total correlation will be greater
than 100%. So, we need to compute partial correlations between one 1V and
the DV that is not shared with any of the other IVs. It represents the extent
to which an IV and the DV are associated with one another, while
controlling for the effects of all other IVs on both the DV and the 1V.



Now let us see how the multiple regression should be computed.

In liner regression the equation used was ¥y = a+ bX , for multiple
regression, as the number of 1Vs are more, the equation is changed to

$ = bo +b1X1 + baXo + .. . + beXk

where X1 and X are the predictors and by is the intercept. by is the value of
the estimated coefficient for the first IV ( Xi ), b2 is the value of the
estimated coefficient for the second IV ( X2 ), through K IVs.

The assumptions that were mentioned in previous unit about linear
regression apply to multivariate regression too. Apart from that, for multiple
regression, other conditions are that

a) the independent variables in the model should not be strongly
correlated with one another. 1Vs that are strongly correlated with one
another are basically measuring the same thing. Thus, the values of
the estimated coefficients for strongly correlated 1Vs would be
interchangeable, making it nearly impossible to determine their
unique contribution to explaining the variance in the DV.

b)  The sample size should be large enough to detect results at the desired
effect size.

c)  There should be no outliers.

6.9 LOGISTIC REGRESSION

Logistic regression is another common regression method. There are two
types of logistic regression — binomial logistic regression and multinomial
logistic regression. Binomial logistic regression is a variant of linear
multiple regression. But it uses DV as a dichotomous variable, with only
two values. For example, job satisfaction of employees in relation to their
gender and permanency status of the job. In such a case gender and
permanency status are dichotomous variables. The predictor variables may
be any type of variable including scores. Like other forms of regression,
logistic regression generates B-weights (or slope) and a constant. However,
these are used to calculate something known as the logit rather than scores.
The logit is the natural logarithm of odds for the category. The percentage
predicted in each category of the dependent variable can be calculated from
this and compared with the actual percentage. The final regression
calculation provides information about the significant predictors among
those being employed.

Though we can analyze dichotomous dependent variable through
discriminant analysis, but that has certain limitations. For example,
discriminant analysis can produce a probability value that may lie beyond
the range of 0 to 1, which is an impossible probability and secondly it
depends upon certain restrictive normality assumptions of independent
variables, that are many times not realistic. Logistic regression, on the other
hand, does not produce probabilities beyond 0 and 1, and requires no such
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restrictive assumptions on the independent variables, which can be
categorical or continuous.

Another advantage of logistic regression is that it can be applied in
situations where there are three or more levels of the dependent variable. In
simple linear regression, we use standard F and t statistics to find our the
significance of the relationship and the contribution of each independent
variable. But in logistic regression, we use many chi square tests instead of
F and t test.

Uses of Binomial logistic regression:
Binomial logistic regression is used to -

1.  Determine a small group of variables which characterise the two
different groups or categories of cases.

2. Identify which other variables are ineffective in differentiating these
two groups or categories of cases.

3. Make actual predictions about which of the two groups a particular
individual is likely to be a member given that individual’s pattern on
the other variables.

If the dependent variable has three or more nominal categories, then
multinomial logistic regression should be used. Multinomial logistic
regression is a form of binomial logistic regression or multiple regression
in which a number of predictors are used to predict values of a single
nominal dependent or criterion variable. In other words, Multinomial
logistic regression uses nominal or category variables as the criterion or
dependent variable. The independent or predictor variables may be score
variables or nominal (dichotomised) variables. The concept of dummy
variable is crucial in multinomial logistic regression. A dummy variable is
a way of dichotomising a nominal category variable with three or more
different values. A new variable is computed for each category (just one!)
and participants coded as having that characteristic or not. The code for
belonging to the category is normally 1 and the code for belonging to any
of the other categories is normally 0.

Uses of multinomial logistic regression:
It can help to

1. Identify a small number of variables which effectively distinguish
between groups or categories of the dependent variable.

2. ldentify the other variables which are ineffective in terms of
distinguishing between groups or categories of the dependent
variable.

3. Make actual predictions of which group an individual will be a
member (i.e. what category of the dependent variable) on the basis of
their known values on the predictor variables.



Multinomial logistic regression is preferred over discriminant analysis
because it has less unattainable assumptions about the characteristics of data
and yet there findings are more or less same.

6.10 SUMMARY

Kendal tau is a non parametric measure of correlation that uses rank ordered
data. It finds out the degree of agreement or disagreement between two
judges or parties. The range of kendall’s tau is same as Pearson’s Product
Moment Correlation, -1 to +1 . Another non parametric correlation test is
Spearman’s rho that is to be used when the conditions of parametric tests
are not satisfied. Spearman’s rho can test the significance of monotonic
relationship, i.e., non linear relationships. Nominal data is basically
categorical data. The central tendency of nominal data can be found out
through mode and variability with the formula of index of qualitative
variations. The association between various categories can be measured
through chi square, Crame’r’s V test and Cohen’s w test. Chi square
measures the significance of association between two categorical variables.
Binomial test is used for categorical data in Binomial distribution. It is used
when there are repeated measures overs various trials. Proportion test looks
at whether a sample from population represents the true proportion from the
entire population. Multiple regression is used when there are more than one
independent variables and one dependent variable. Logistic regression is
another regression method. There are two types of logistic regression
methods- binomial logistic regression and multinomial logistic regression.

6.11QUESTIONS

Discuss in detail kendall’s tau and Spearman’s rho
What is meant by binomial test? What are its uses?
What is chi square test? What are its assumptions and applications?

What is a multiple regression equation?

AR S

What is the difference between multiple regression and logistic
regression? Discuss in detail logistic regression.
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7.0 OBJECTIVES

After studying this unit, you should be able to:

Understand factor analysis and various concepts associated with it.

Explain the assumptions, advantages, disadvantage and application of
factor analysis.



. Discuss the different types of methods used to extract the factor from
the data set

. Explain rotation and the various rotation methods available

. Classify factor analysis into two types: exploratory and confirmatory
and discuss it in detail.

7.1 INTRODUCTION

Large amounts of data are frequently collected by researchers.
Occasionally, they speculatively add extra questions to a survey for no
apparent reason. With so many variables, it becomes difficult to make sense
of the data's complexity. When using questionnaires, it is natural to look for
patterns in the correlations between questions. However, due to the sheer
number of interrelationships, this is difficult. Take a look at the following
brief questionnaire (Table 1):

Table 1:- Sample Questionnaire

ftem 1: It is possible to bend spoons by rubbing them.

Agree strongly Agree Neither Disagree Disagree strongly
ftem 2: | hawve had ‘out of body” experiences.

Agree strongly Agree Neither Disagree Disagree strongly
ftem 3: Satanism is a true religion.

Agree strongly Agree Neither Disagree Disagree strongly
Item 4: Tarot cards reveal coming events.

Agree strongly Agree Neither Disagree Disagree strongly
ftem 5: Speaking in tongues is a peak religious experience.

Agree strongly Agree Neither Disagree Disagree strongly
Item 6: The world was saved by visiting space beings.

Agree strongly Agree Neither Disagree Disagree strongly
ftem 7: Most people are reincarnated.

Agree strongly Agree Neither Disagree Disagree strongly
ftem 8: Astrology is a science, not an art.

Agree strongly Agree Neither Disagree Disagree strongly
Item 9: Animals have souls.

Agree strongly Agree Neither Disagree Disagree strongly
ftem 10: Talking to plants helps them to grow.

Agree strongly Agree Neither Disagree Disagree strongly

Source: - Howitt, D. & Cramer, D. (2011). Factor analysis: Simplifying complex data. Introduction
to Statistics in Psychology (5" Ed.). Pearson.

Agree strongly could be scored as 1, agree scored as 2, neither as 3, disagree
as 4 and disagree strongly as 5. This converts the words into numerical
values. Correlating the answers to each of these ten questions with each of
the others for 300 respondents yields a large correlation matrix (a table of
all possible correlations between all of the possible pairs of questions). Ten
questions result in 102 or 100 correlations. Despite the fact that the
correlation matrix is symmetrical along the diagonal from top left to bottom
right, there are 45 different correlations to investigate. A matrix of this type
could resemble the one in Table 2:
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Table 2: Correlation matrix of 10 items

Item 1 Item 2 Item 3 Item & Item 5 Item 6 Item 7 Item & Item 9 Item 10
ltem 1 1.00 0.50 0.72 0.30 0.32 0.20 0.70 0.30 0.30 0.10
Item 2 0.50 1.00 0.40 0.51 0.60 0.14 0.17 0.55 0.23 0.55
ltem 3 0.72 0.40 1.00 0.55 0.64 0.23 0.12 017 0.22 0.67
Item & 0.30 0.51 0.55 1.00 0.84 0.69 0.47 0.44 0.56 0.35
ltem 5 0.32 0.60 0.64 0.84 1.00 014 0.77 0.65 0.48 0.34
ltem & 0.20 0.14 0.23 0.69 0.14 1.00 0.58 0.72 0.33 0.17
Item 7 0.70 017 0.12 0.47 0.77 0.58 1.00 0.64 0.43 0.76
ltem 8 030 0.55 017 0.44 0.65 072 0.64 1.00 0.27 0.43
item 9 0.30 0.23 0.22 0.56 0.48 033 0.43 0.27 1.00 0.12
ltem 10 0.10 0.55 0.67 0.35 0.34 017 0.76 0.43 0.12 1.00

Source: - Howitt, D. & Cramer, D. (2011). Factor analysis: Simplifying complex data. Introduction
to Statistics in Psychology (5th Ed.). Pearson.

Overall interpretation is challenging due to the volume of information,
which makes it difficult to grasp completely. Large matrices are simply too
complex for our brains to process. This is where factor analysis can be
useful. It is a method that aids in getting around the difficulty of correlation
matrices. In essence, it takes a correlation matrix and produces a much
smaller set of "supervariables” that define the correlation matrix's major
trends. In comparison to the original matrix, these supervariables or factors
are typically much simpler to comprehend.

Let us begin with a brief overview of the history of factor analysis-

7.2 BRIEF HISTORY OF FACTOR ANALYSIS

Factor analysis is not a recent technique — it dates back to shortly after the
First World War. Factor analysis is not a recent technique; it first appeared
soon after World War One. It was initially developed by psychologists for
a very specific use in the field of mental testing. There are many
psychological assessments available for various types of intellectual ability.
The first psychologist to discuss common factor analysis was Charles
Spearman, who did so in his 1904 paper. It was focused on single-factor
models and provided few specifics regarding his methodologies. He
discovered that the scores of schoolchildren on a wide range of seemingly
unrelated subjects were positively correlated, leading him to propose that a
single general mental ability, or g, underpins and shapes human cognitive
performance. Louis Thurstone presented the first development of common
factor analysis with multiple factors in two papers in the early 1930s, which
were summarised in his 1935 book, The Vector of Mind. Thurstone
introduced several crucial concepts for factor analysis, such as
communality, uniqueness, and rotation. He advocated for "simple structure"
and developed rotational methods that could be used to achieve it.
Stephenson, a Spearman student, distinguishes between R factor analysis—
which is focused on the study of inter-individual differences—and Q factor
analysis—which is focused on subjective intra-individual differences—in
Q methodology. Raymond Cattell was a strong supporter of factor analysis
and psychometrics, and he explained intelligence using Thurstone's multi-



factor theory. In addition, Cattell created the "scree" test and similarity
coefficients.

As we can see, the goal of factor analysis was to identify which types of
mental abilities are distinctive and which tend to go together. It is employed
in the creation of psychological tests and questionnaires due to its more
widespread usefulness. It is frequently used in personality, attitude,
intelligence, and aptitude tests because it aids in determining which items
from the tests and measures to retain. It is possible to get "purer”
measurements of psychological variables by using factors. The fact that
some theorists have used it extensively is not surprising. Raymond Cattell
and Hans Eysenck's (Cramer, 1992) personality theories rely heavily on
factor analysis. The development of high-speed electronic computers has
made the technique relatively common, as it no longer requires months of
hand calculations.

Furthermore, in this topic, we will discuss Factor analysis and its various
concepts, application in the field of psychology, advantages and
disadvantages, methods of extraction, and methods of rotation. Let's start
by discussing what factor analysis is.

7.3 WHAT IS FACTOR ANALYSIS?

Factor analysis is a technique for reducing a large number of variables to a
smaller number of factors. This method extracts the maximum common
variance from all variables and converts it into a single score. This score
can be used for further analysis as an index of all variables. Factor analysis
is a component of the general linear model (GLM). There are several
methods available, but principal component analysis is the most commonly
used. When examining variable relationships for complex concepts like
socioeconomic status, dietary habits, or psychological scales, factor
analysis is a useful tool. It enables researchers to look into ideas they are
unable to directly measure. It achieves this by estimating a small number of
interpretable underlying factors using a large number of variables.

Basic Factor Model - The basic factor analysis problem uses several
observable variables to explain how they relate to one another in a way
similar to a regression equation. In the common factor model, the common
factors serve as predictors of the observed X variables in a regression
equation. Equation 1 shows the fundamental factor model.

Equation 1: - Fundamental factor model.

P’s outcomes O’s oulcomes

F’s inputs O's inputs

In this equation, X represents the observed variables, L represents the factor
loadings or regression weights, f represents the common factors, and u
represents the residuals. The goal is to explain the interrelationships
between the X variables using the common factors, f, and residual error
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terms, which is referred to as uniqueness. X's variation is divided into
common and specific components. However, unlike regression, the
predictors, f, are unknown.

For the sake of illustration, let's assume that several managers are asked to
rate the importance of six personality traits for effective employee
performance. The characteristics evaluated are organised, systematic,
careless, creative, intellectual, and imaginative. The hypothetical
correlation matrix for these variables is shown in Table 3. The goal of factor
analysis is to find fewer than six underlying latent factors that can
adequately explain the relationships between these variables. Organized,
systematic, and careless are all associated with one another, but they are not
associated with creative, intellectual, and imaginative. Similarly, while
creative, intellectual, and imaginative are all related, they are not related to
organised, systematic, or careless. There are two sets of correlations, each
one indicating a different underlying factor.

Table 3: Hypothetical Correlation Matrix of Observed Variables

Variable 1 2 3 4 5 6
1. Organized 1.00

2. Systematic 12 1.00

3. Careless —-.63 -.55 1.00

4. Creative .00 .00 .00 1.00

5. Intellectual .00 .00 .00 .56 1.00

6. Imaginative .00 .00 .00 A48 42 1.00

NOTE: These are hypothetical correlations based on imaginary supervisory ratings of “how important are these characteristics in an
employee.”

The factor pattern matrix for these variables and their corresponding latent
factors are shown in Table 4. The correlations between the observed
variables and the factors are represented by the pattern coefficients in
Columns 2 and 3 of Table 4. Different pattern or loading matrices will
display wvarious correlation types (e.g., Pearson correlations, partial
correlations).

Table 4: Factor Pattern Matrix with Communalities and
Uniqueness for Hypothetical Data

Factor 1 Factor 2 Communality Uniqueness
Observed Variable Conscientiousness Intellect (#) (1-18
1. Organized .90 .00 81 19
2. Systematic .80 .00 .64 .36
3. Careless -.70 .00 .49 .51
4. Creative .00 .80 .64 .36
5. Intellectual .00 .70 .49 .51
6. Imaginative .00 .60 .36 .64
Sum of squared loadings 1.94 1.49
Proportion of variance 1.94/6 = .32 1.49/6 = .25 32 4:.25=.57 1-.57=.43

NOTE: Variance in each observed variable is 1: therefore, coefficlents can be interpreted as standardized (i.e., in zscore form). Data
are fictional for illustrative purposes only.

The variance that the variable shares with the factors it represents is
indicated by the term "communality” (h2) in column 4 of Table 4. In
regression, communality is analogous to a squared multiple correlation. The
variance that is specific to a variable and is not considered by the factor is



represented by the uniqueness in column 5. The residual variance in the
observed variable after the factors have been considered is analogous to
uniqueness. The two unobservable factors represented by the six fictitious
variables account for 36% to 81% of the variance in the observed variables.

In addition to describing the variance linked to the observed variables, the
factor analysis solution also describes the variance in the factors
themselves. The variance of each factor is expressed as the sum of the
squared loadings (SSL) for a set of variables. These SSLs are known as
eigen values before the factor loadings have undergone any transformation.
The variance in the observed variables should ideally be accounted for by a
small number of factors. Table 4 shows that the factors account for 32% and
25% of the variance in the observed variables, for a total of 57% of the
variance. The factors do not account for the remaining 43% of the variance
in the observed variables.

Next, we move on to the assumptions of Factor analysis-

7.4 ASSUMPTIONS OF FACTOR ANALYSIS

Factor analysis has several assumptions. These include:
1. No outlier: Assume that there are no outliers in data.
2. Adequate sample size: The case must be greater than the factor.

3. No perfect multicollinearity: Factor analysis is an interdependency
technique. There should not be perfect multicollinearity between the
variables.

4.  Homoscedasticity: Since factor analysis is a linear function of
measured variables, it does not require homoscedasticity between the
variables.

5. Linearity: Factor analysis is also based on linearity assumption. Non-
linear variables can also be used. After transfer, however, it changes
into linear variable.

6. Interval Data: Interval data are assumed.

7.5 PURPOSE OF FACTOR ANALYSIS

Factor analysis serves three primary purposes -

o First, it is helpful for measuring constructs that are difficult to see in
the natural world. For instance, although intelligence cannot be heard,
seen, smelled, tasted, or touched, it can be inferred from the
evaluation of observable variables, such as performance on specific
ability tests. By analysing the responses to particular questions, factor
analysis is also useful in the creation of scales to measure attitudes or
other similar latent constructs.
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o Second, factor analysis can be used to condense a large number of
observations into a smaller number of factors. In the English
language, for example, there are thousands of personality descriptors.
Researchers have been able to reduce the number of distinct factors
required to describe the structure of personality using factor analysis.

o Third, factor analysis can be used to provide evidence of construct
validity (e.g., factorial, convergent, and discriminant validity). For
instance, if a set of observable variables are conceptually related to
one another, factor analysis should show these conceptual
connections while also showing that the same variables are largely
unrelated to variables from other latent factors.

All three of these applications of factor analysis can be used in the
development and testing of psychological theories. Now that we have an
idea of what are the assumptions and purpose of factor analysis, let us get
in more detail to some key topics in factor analysis.

7.6 ADVANTAGES AND DISADVANTAGES OF FACTOR
ANALYSIS

Advantages of Factor Analysis:
o Attributes can be both objective and subjective.

o It can be used to find hidden constraints or dimensions that may or
may not be visible through direct analysis.

o It doesn't require a lot of skill, is reasonably priced, and produces
precise results.

. The naming and employing of dimensions are flexible.

Disadvantages of Factor Analysis:

. The usefulness is reliant on the researcher's capacity to create a
comprehensive and accurate set of product attributes. The value of a
procedure is diminished if crucial attributes are overlooked.

o Naming the factors can be challenging. Multiple characteristics may
be highly correlated without any obvious causes.

o A meaningful pattern cannot be produced by factor analysis if the
observed variables are wholly unrelated.

o Only theory can provide the researcher with information about what
the various factors actually mean.

7.7 KEY CONCEPTS AND TERMS IN FACTOR
ANALYSIS

7.7.1.What is a factor?

A "factor" is a collection of observed variables with similar response
patterns; they are linked to a hidden variable (referred to as a confounding



variable) that is not directly measured. The factor loadings, or the amount
of variation in the data that each factor can explain, are used to order the
factors. The fundamental idea behind factor analysis is that because several
observed variables are connected to a single latent variable, they all exhibit
similar patterns of behaviour (i.e. not directly measured). People may, for
example, respond similarly to questions about income, education, and
occupation, all of which are related to the latent variable socioeconomic
status.

There is always one less factor than there are variables in a factor analysis.
The factors are always listed in order of how much variation they explain,
with each factor accounting for a specific portion of the overall variance in
the observed variables. An indicator of how much of the common variance
of the observed variables a factor explains is its eigenvalue. Any factor with
an eigenvalue >1 explains more variance than a single observed variable.
Therefore, if the socioeconomic status factor had an eigenvalue of 2.3, it
would account for 2.3 of the variance in the three variables. The factor could
then be applied to other analyses because it captures the majority of the
variance in those three variables. Generally, the factors that explain the least
amount of variation are eliminated.

7.7.2.What are Factor loadings?

Factor loading is essentially the correlation between the factor and the
variable. Factor loading displays the variance on that specific factor that is
explained by the variable. According to the SEM approach, a factor loading
of 0.7 or higher indicates that the factor extracts enough variance from the
variable. The relationship between each variable and the underlying factor
is expressed by the factor loadings. Here is an illustration (Table 5) of the
output of a simple factor analysis that looked at wealth indicators, with only
six input variables and two resulting factors.

Table 5: Hlustration of the output of a simple factor analysis

Variables Factor 1 Factor 2
Income 0.65 0.11
Education 0.59 0.25
Occupation 0.48 0.19
House value 0.38 0.60
Number of public parks in neighbourhood 0.13 0.57
Number of violent crimes per year in 0.23 0.55
neighbourhood

The variable with the strongest association to the underlying latent variable.
Factor 1, is income, with a factor loading of 0.65. Since factor loadings can
be thought of as standardised regression coefficients, it is also possible to
state that Factor 1 and Variable Income have a correlation of 0.65. This is
regarded as a strong association for a factor analysis in most research fields.
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Education and occupation are two additional factors that are linked to Factor
1. We might refer to it as "Individual socioeconomic status™ based on the
variables that load heavily onto Factor 1. However, the other factor, Factor
2, has high factor loadings for house value, the number of public parks, and
the quantity of violent crimes per year. They appear to indicate the overall
wealth of the neighbourhood, so we might call Factor 2 as "Neighbourhood
socioeconomic status." Notably, Factor 1's loading of 0.38 indicates that the
variable house value is also only tangentially significant. This makes sense
because a person's income ought to be correlated with the value of his or
her home.

Example - Let's say a psychologist believes there are two types of
intelligence, "verbal intelligence" and "mathematical intelligence," neither
of which can be directly observed. [note 1] The psychologist looks for
evidence for the hypothesis in the test results from each of the 1000 students
across 10 different academic fields. If each student is chosen at random from
a large population, then the ten scores assigned to each student are random
variables. The psychologist's hypothesis might be that for each of the 10
academic fields, the average score across all students who have some
common value for their verbal and mathematical "intelligences” is some
constant times their level of verbal intelligence plus another constant times
their level of mathematical intelligence, or that it is a linear combination of
those two "factors.” The hypothesis postulates that the numbers for a given
subject, by which the two types of intelligence are multiplied to obtain the
expected score, are the same for all intelligence level pairs and are referred
to as "factor loading" for this subject. The assumption might, for instance,
be that the predicted average student's aptitude for the subject of astronomy
is

{10 x the student's verbal intelligence} +
{6 x the student's mathematical intelligence}.

The factor loadings associated with astronomy are 10 and 6. Other academic
subjects' factor loadings may differ. Because individual aptitudes vary from
average aptitudes (predicted above) and due to measurement error itself,
two students who are assumed to have the same levels of verbal and
mathematical intelligence may have different measured aptitudes in
astronomy. Such variations make up the "error," a statistical term that refers
to the degree to which an individual deviates from what is typical of or
predicted by his or her levels of intelligence. The 10 scores of each of the
1000 students, or a total of 10,000 numbers, would be the observable
information used in factor analysis. Each student's factor loadings and levels
for each of the two types of intelligence must be inferred from the data.

7.7.3.Eigenvalues

Eigenvalues are also known as characteristic roots. A factor eigen value is
the sum of the square of its factor loading. Eigenvalues show the percentage
of variance explained by a specific factor out of the total variance. The
commonality column tells us how much of the total variance is explained



by the first factor. For example, if our first factor explains 68% of the total
variance, the other factor will explain 32% of the variance.

7.7.4. Communality (h?)

Community, represented by h?, displays the proportion of each variable that
is explained by the underlying factor as a whole. When communality is
high, little of the variable remains after the factors' respective contributions
have been taken into account. The calculation for each variable is as
follows:

h? of the ith variable = (ith factor loading of factor A) 2 +
(ith factor loading of factor B) 2 + ...

7.7.5. Factor score

The term "factor score" can also refer to the "component score.” This score
includes every row and every column, serving as an index of all the
variables and allowing for further analysis. We can standardise this score
by multiplying it by acommon term. Any analysis we perform will be based
on this factor score and assume that all variables will behave and move as
factor scores.

7.7.6.Criteria for determining the number of factors

According to the Kaiser Criterion, Eigenvalues is a good criterion for
determining a factor. If Eigenvalues is greater than one, it should be
considered as a factor; if Eigenvalues is less than one, it should not. It should
be greater than 0.7 in accordance with the variance extraction rule. If
variance is less than 0.7, it shouldn't be considered.

7.8 PERFORMING FACTOR ANALYSIS

The objective of a factor analysis as a data analyst is to lower the number
of variables needed to explain and interpret the findings. Two steps can be
taken to complete this:

e Factor Extraction and

e Factor Rotation

Factor extraction entails deciding on the type of model to use as well as the
number of factors to extract. After the factors have been extracted, factor
rotation occurs with the goal of achieving simple structure in order to
improve interpretability.

7.8.1. Types of factoring:

There are different types of methods used to extract the factor from the data
set:

I Principal component analysis (PCA): This is the most commonly
used method among researchers. PCA begins by extracting the
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maximum variance and storing it in the first factor. Following that, it
removes the variance explained by the first factors and begins
calculating the maximum variance for the second factor. This
procedure is repeated until all of the factors have been chosen. All of
the factors chosen explain the most residual variance in the entire set
of standardised response scores. Using a covariance matrix, principal
component analysis involves locating the variables with the greatest
variance. The differences and correlations between a set of variables
are shown visually in a covariance matrix. Each variable is compared
by being given a score between 0 and 1, with O denoting no
relationship and 1 denoting a relationship. It might be possible to
combine two variables into one factor if their scores are close to one.
An illustration of a covariance matrix is given below:

Variable**A**B**C**D** A1.000.250.450.95 B0.251.000.550.65
C0.450.551.000.75 D**0.950.650.751.00

In the preceding example, the variable "A™ has the highest correlation
with "D," so a statistician might include both in the same factor. In
contrast, because the variables "A" and "B" have a low correlation,
the statistician may exclude them from the same factor.

Common factor analysis: The second most popular method among
researchers, it extracts common variance and organises it into factors.
This method does not account for the individual variance of all
variables. SEM makes use of this technique. In common factor
analysis, correlations between variables are calculated rather than
variables with the greatest possible variance between them, as in
principal component analysis. The most highly correlated variables
are found using covariance matrices, and these variables are then put
together into a factor using common factor analysis. For instance, a
study on the similarities between twins might discover a connection
between genetics and physical characteristics.

Image factoring: The correlation matrix serves as the foundation for
this method. In image factoring, the OLS Regression method is used
to predict the factor. In order to create precise measures of covariance
between variables, image factoring uses image theory. An
examination of the relationship between the human cognitive process
and decision-making skills is done using the behavioural theory
known as image theory. It is especially useful in psychological or
social studies because this method of factor analysis combines
psychological ideas with statistical correlations. For example, a
statistician might use image factoring to assess the variables involved
in human career decisions.

Maximum likelihood method: This method also uses a correlation
metric, but it factors using the maximum likelihood approach and has
the advantage to analyze statistical models with different characters
on the same basis.



v. Least-squares method: The least-squares method involves
minimising the sum of squared correlational differences. The sum of
squared differences is a statistical measure that compares observed
variables to predicted values. During factor analysis, you can use two
types of least-squares methods: weighted and unweighted. The
weighted least-squares method involves weighing correlations by the
inverse of their uniqueness so that variables with a high level of
uniqueness have a greater weight. This weight can then be considered
when determining factors. In contrast, the unweighted least-squares
method does not take into account the weight of variable uniqueness.
When many of the observed variables are similar, for instance, you
might use the unweighted least-squares approach.

vi. Principal axis factoring: Principal axis factoring entails the
construction of numerous covariance matrices, each of which can
enhance the precision of the matrix that follows. To use this factor
analysis method, first generate an initial covariance matrix. Next,
identify the variables in the matrix that might be factors and assign
squared correlation coefficients to those variables. You could create a
new covariance matrix using this. You can keep doing this until there
are barely any differences between the subsequent matrices. If you
want to achieve a certain level of accuracy, think about setting a goal.
For instance, you could iterate matrices until the values differ by less
than 0.05.

vii. Other methods of factor analysis: Alfa factoring outperforms least
squares. Weight square is another regression-based factoring method.

7.8.2. Types of Rotation:

In the context of factor analysis, rotation is analogous to staining a
microscope slide. Different rotations reveal different structures in the data,
just as various stains on it reveal various structures in the tissue. Even
though different rotations produce results that seem to be completely
different, all results are treated equally from a statistical perspective, neither
being superior to nor inferior to others. The correct rotation must be chosen,
though, in order to make sense of the factor analysis results. If the factors
are unrelated, an orthogonal rotation is performed,; if they are, an oblique
rotation is performed. Although the Eigen values will change as a result of
rotation, communality for each variable will remain unaffected. The
rotation method makes it easier to understand the output. Eigenvalues have
no effect on the rotation method, but the rotation method has an effect on
the extracted Eigenvalues or percentage of variance.

Rotation techniques can be divided into two categories: oblique and
orthogonal (based on the angle maintained between the X and Y axes).
While oblique methods allow the X and Y axes to assume an angle other
than 90°, orthogonal rotations produce factors that are uncorrelated (i.e.,
maintain a 90° angle between axes). Because uncorrelated factors are easier
to interpret, researchers have traditionally been advised to use orthogonal
rotation. Another argument in favour of orthogonal rotation is that the math
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is easier, which made a big difference in the early 20th century when
calculations were mostly done by hand or with much less computing power.
In most statistical computing packages, orthogonal rotations are typically
set to the default.

There doesn't seem to be a strong argument for why contemporary
researchers should always use orthogonal rotations. Since behaviour is
rarely divided into neatly packaged units that work independently of one
another, we typically expect some correlation among factors in the social
sciences (and many other sciences, such as the biomedical sciences).
Therefore, when factors are correlated, using orthogonal rotation might lead
to a less practical solution.

There are various rotation methods available:

I Varimax rotation method - an orthogonal rotation technique that
reduces the number of variables that each factor is heavily loaded
with. The interpretation of the factors is made easier by this technique.

ii.  Quartimax rotation method - a rotational approach that reduces the
number of variables that must be considered to explain each variable.
The analysis of the observed variables is made easier by this method.

iii.  Equimax Method - a rotation technique that combines the quartimax
and varimax methods to simplify the variables and factors,
respectively. It is best to reduce the number of variables that heavily
influence a factor and the number of factors required to fully explain
a variable.

iv. Direct oblimin rotation method - A technique for oblique
(nonorthogonal) rotation. Solutions are most oblique when delta is
equal to O (the default value). The factors become less indirect as delta
decreases. To override the default delta of 0, enter a value less than or
equal to 0.8.

v.  Promax rotation method - an oblique rotation that makes it possible
to correlate variables. Large datasets can benefit from this rotation
because it can be calculated more quickly than a direct oblimin
rotation.

7.9 TYPES OF FACTOR ANALYSIS

Factor analysis is classified into two types: exploratory and confirmatory.
The history of exploratory factor analysis techniques is much longer than
that of confirmatory factor analysis techniques. Different approaches lead
to different applications (e.g., theory development versus theory
confirmation).

7.9.1. Exploratory factor analysis (EFA)

It is assumed that any indicator or variable can be linked to any factor. This
is the most commonly used factor analysis method among researchers, and



it is not based on any prior theory. The objective of exploratory factor
analysis (EFA) is typically to allow the data to reveal the relationships
between a set of variables. Although a researcher using an EFA may have a
theory explaining how the variables relate to one another, the basic factor
model in an EFA has relatively few limitations. For more than a century,
this kind of analysis has been helpful in the development and discussion of
theories. Exploratory factor analysis is especially useful in the early stages
of theory development and scale or test development. First, EFA can be
used to reduce data when the relationships between variables are not known
in advance. When using EFA, a researcher employs inductive reasoning by
starting with a number of observations and drawing theory from them. In
the example given above (Table 3 & 4) of high-performing employee
characteristics, six personality variables were eventually reduced to two.
Thus, instead of the six initial variables, only two variables need to be
discussed in subsequent analyses. Data reduction is particularly helpful in
addressing the issues associated with multi-collinearity (excessively high
correlations) among a group of predictors. A second advantage of EFA is
the ability to detect a general factor. One general factor often emerges along
with several specific factors when several different cognitive ability tests
are factor analysed. For instance, all aptitude tests have some correlation
with the general factor of intelligence, or g, when used to measure
intelligence.

Finally, because it enables the researcher to establish the dimensionality of
the test and identify cross-loadings, EFA is especially helpful in scale or test
development (correlations of variables with more than one factor). In
general, cross-loadings are undesirable. It is advantageous when developing
scales to have items that are specific to one factor. The three variables that
represent conscientiousness in the previous example do not cross-load onto
intellect or vice versa.

7.9.2.Confirmatory factor analysis (CFA):

Confirmatory factor analysis (CFA) is used to determine the factor and
factor loading of measured variables, as well as to confirm what is expected
based on the fundamental or pre-established theory. Confirmatory factor
analysis (CFA) is used to test theories that are derived from a set of data.
Equation 1's fundamental factor model is still valid, but certain limitations
are imposed because of the specific theoretical model being examined. In
the previous example, for instance, one could use CFA to impose
constraints on the factor pattern to forbid cross-loadings. CFA is a more
recent statistical advancement having been developed in the 1960s than
EFA (developed in 1904).

In a deductive reasoning process, confirmatory factor analysis is
particularly helpful. When using CFA, precise hypothesis testing is
possible. A researcher might, for instance, discuss the statistical importance
of specific factor loadings. In the previous example, one could determine
with statistical certainty how closely the observed variable, imagination, is
correlated with the latent factor, intellect, given the low correlation.
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A set of data can be analysed using CFA to determine whether two factors
or just one factor (or any other numeric combination) underlies the data.
Unlike CFA, where models can be explicitly compared through statistical
testing under the null hypothesis, EFA relies on rules of thumb and intuition,
which can mislead researchers. CFA can also be used to determine whether
various components of the basic factor model within a specific data set are
equivalent. For example, one could hypothesise that all of the variables
observed for intelligence are equally related to intelligence. By placing
restrictions on the loadings in the basic factor model using CFA, it is
possible to determine whether these relationships are equivalent (i.e., L in
Equation 1).

It's crucial to check whether results of a factor analysis are consistent across
demographic categories. Confirmatory factor analysis enables tests of
invariance, or the similarity of factor structure, loadings, and uniqueness,
across various groups of people (such as ethnic, gendered, and cultural
ones). If responses from supervisors of manufacturing workers were
contrasted with responses from supervisors of service workers, a researcher
might be curious to know whether the same hypothetical factor structure
would emerge. It's possible that the observed variables for the two groups
do not relate to the latent factors in the same way. For instance, for service
workers as opposed to manufacturing workers, the observed indicator
systematic may be less related to the factor conscientiousness. The
hypothesis that the correlations from the two groups are the same or
different can be tested in a CFA that is evaluating the equivalence of factor
loadings.

Compared to EFA, confirmatory factor analysis has more flexibility
in control. When using CFA, some factors can be designated as oblique
(correlated with one another), while others can be designated as orthogonal
(uncorrelated with one another). The factors are interpreted as either oblique
or orthogonal within a single EFA, but not as a combination of the two.
Additionally, subject to theory, CFA enables the researcher to flexibly
impose additional constraints (e.g., allowing correlated uniqueness). EFA
has the advantage that no such theoretical restrictions or requirements are
required. Therefore, EFA might be a better option if none are available.

CFA assumes that each factor is linked to a subset of measured variables. It
typically employs two approaches:

I The traditional method: Instead of using common factor analysis, the
traditional factor method is based on the principal factor analysis
method. The researcher can learn more about insight factor loading
using the conventional method.

ii.  The SEM approach: A different method of factor analysis that can
be carried out in SEM is CFA. In SEM, we only add the arrow that
must observe the variable that represents the covariance between each
pair of latent variables and remove all straight arrows from the latent
variable. In addition, we will leave the straight arrows error-free and
disturbance terms to the corresponding variables. If the SEM's



standardised error term is less than the absolute value of two, the
factor is thought to be well-explained; if it is greater than two, there
is still some unexplained variance that can be accounted for by a
factor. To evaluate how well the model fits, chi-square and a number
of other goodness-of-fit indices are used. SEM approach would be
discussed in detail in the next chapter.

Lastly, let’s discuss some applications of factor analysis in the field of
psychology.

7.10 APPLICATIONS IN PSYCHOLOGY

Factor analysis is used to identify "factors" that explain a wide range of test
results. For instance, intelligence studies have shown that people who
perform well on verbal aptitude tests also perform well on other verbal
aptitude tests. This was clarified by researchers by using factor analysis to
isolate one factor, popularly known as verbal intelligence, which measures
how well someone can use verbal skills to solve problems. In psychology,
factor analysis is most commonly associated with intelligence research.
However, it has also been employed to identify variables in a variety of
areas, including personality, attitudes, beliefs, and so forth. It is related to
psychometrics because it can determine whether an instrument is valid by
determining whether it actually measures the postulated factors. Factor
analysis is a technique that is frequently used in cross-cultural research. It
is used to extract cultural dimensions.

7.11 SUMMARY

o Factor analysis is used largely when the researcher has substantial
numbers of variables seemingly measuring similar things. It has
proven particularly useful with questionnaires.

o It examines the pattern of correlations between the variables and
calculates new variables (factors) which account for the correlations.
In other words, it reduces data involving a number of variables down
to a smaller number of factors which encompass the original
variables.

o Factors are simply variables. The correlations of factors with the
original variables are known as factor loadings, although they are
merely correlation coefficients. Hence, they range from —1.0 through
0.0 to +1.0. It is usual to identify the nature of each factor by
examining the original variables which correlate highly with it.
Normally each factor is identified by a meaningful name.

o Because the process is one of reducing the original variables down to
the smallest number of factors, it is important not to have too many
factors. The scree plot may be used to identify those factors which are
likely to be significantly different from a chance factor.
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Factors are mathematically defined to have the maximum sum of
squared factor loadings at every stage. They may be more easily
interpreted if they are rotated. This maximises the numbers of large
factor loadings and small factor loadings while minimizing the
number of moderate factor loadings, making interpretation easier.

Factor scores provide a way of treating factors like any other variable.
They are similar to standard or z-scores in that they have symmetrical
numbers of positive and negative values and their mean is 0.00. They
can be used to compare groups in terms of their mean factor scores.

7.12 QUESTIONS

o M W DN

6.

What is factor analysis and explain the types of factor analysis?
What are the applications of factor analysis?

Discuss the assumptions and purpose of factor analysis.

What are the advantages and disadvantages of Factor Analysis?

Write a note on the different types of methods used to extract factors
from the data set.

Explain rotation and its various techniques.
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8.10 Summary
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8.0 OBJECTIVES

After studying this unit, you should be able to:

Understand  Structural equation modelling (SEM) and its
assumptions.

Explain the steps to SEM.
Discuss the theoretical and practical limitations of SEM.
Describe R syntax and its pros and con.

Demonstrate how to download, install, create, execute, save, and run
R.
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o Explain the three components of R programme - variables, comments,
and keywords.

o Illustrate graphs in R

. Explain how to conduct Descriptive, Basic and Multivariate
Statistics In R

. Explain R GUI, Other Software

8.1 INTRODUCTION TO STRUCTURAL EQUATION
MODELLING (SEM)

General Purpose and Description

Structural equation modelling (SEM) is a set of statistical techniques that
allows the examination of a set of relationships between one or more IVs,
either continuous or discrete, and one or more DVs, either continuous or
discrete. Vs and DVs can both be considered factors or measured variables.
Structural equation modelling is also known as causal modeling, causal
analysis, simultaneous equation modeling, analysis of covariance
structures, path analysis, and confirmatory factor analysis. The latter two
are actually subsets of SEM.

Multiple regression analyses of various factors can be used to answer
questions using SEM. SEM is created by combining exploratory factor
analysis (EFA) and multiple regression analysis. At the most fundamental
level, a researcher proposes a correlation between one measured variable
(let's say, graduate school success) and other measured variables (let's say,
undergraduate GPA, gender, and average daily caffeine consumption).
Figure 8.1's diagram depicts a multiple regression using a straightforward
model. The measured variables are all represented as boxes with lines and
arrows connecting them, showing that GPA, gender, and caffeine (the 1Vs)
are the three factors that predict success in graduate school (the DV). An IV
correlation is shown by a line with two arrows. An imperfect prediction is
indicated by the presence of a residual.

gpa

graduate
gender school ~——— residual
success
average
daily
Nd  caffeine

consumption

Figure 8.1: Path diagram of multiple regression

Source:- Tabachnick, B.G & Fidell, L.S.(2007). Structural Equation Modeling. Using Multivariate
Statistics (5™ Ed.). Pearson. 676-780.



Figure 8.2 depicts a more complex model of graduate school success.
Graduate School Success is a latent variable (a factor) in this model, which
is assessed indirectly by looking at three measured variables: the number of
publications, academic performance, and faculty evaluations. In turn,
gender (a measured variable) and undergraduate success (a second factor
measured by undergraduate GPA, faculty recommendations, and GRE
scores) are predictive factors for graduate school success (three additional
measured variables). For the sake of readability, names of factors are written
in initial capital letters, while names of measured variables are written in
lowercase letters.

E

\ number of
gpa

publications

E

E
\(’ Under- Graduate /
| GRE graduate - School grades
il Success Success -

E

\l faculty ]
| recommen-
|

dation

\{;endell/

Figure 8.2: - Path diagram of a structural model.

| S— |

Source:- Tabachnick, B.G & Fidell, L.S.(2007). Structural Equation Modeling. Using Multivariate
Statistics (5™ Ed.). Pearson. 676-780.

Path diagrams are shown in Figures 8.1 and 8.2. These diagrams are
essential in SEM because they enable the researcher to depict the
hypothesised set of relationships—the model. The diagrams aid in
clarifying a researcher's ideas about variable relationships, and they can be
directly translated into the equations required for the analysis.

SEM diagrams are created using a variety of conventions. Squares or
rectangles are used to represent measured variables, also known as observed
variables, indicators, or manifest variables. Factors are also known as
latent variables, constructs, or unobserved variables because they have two
or more indicators. In path diagrams, factors are represented by circles or
ovals. Lines indicate relationships between variables; the absence of a line
connecting variables indicates that no direct relationship has been
hypothesised. Lines can have one or two arrows. A line with one arrow
represents a proposed direct relationship between two variables, with the
variable with the arrow pointing to it being the DV. A line with an arrow at
both ends denotes an unanalyzed relationship, which is simply a covariance
between two variables with no implied direction of effect.

In Figure 8.2, Graduate School Success is a latent variable (factor) that is
predicted by gender (a measured variable) and Undergraduate Success (a
factor). Take note of the line with an arrow at both ends that connects
Undergraduate Success and Gender. This line with an arrow at both ends
suggests a relationship between the variables but makes no predictions

E

faculty /
evaluations
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about the direction of effect. Take note of the arrows connecting the
Graduate School Success construct (factor) to its indicators as well: The
construct predicts the variables that are measured. The implication is that
the number of publications, grades, and faculty evaluations of graduate
students is driven or created by Graduate School Success. Because
measuring this construct directly is impossible, we do the next best thing
and measure several indicators of success. We hope that by measuring a
variety of observable indicators, we will be able to tap into graduate
students' true level of success. This follows the same logic as factor analysis.

Figure 8.2 shows the DVs for GPA, GRE, faculty recommendations,
graduate school success, publications, grades, and faculty evaluations. They
are all indicated by one-way arrows. Undergraduate Success and Gender are
IVs in the model. They are not pointed at by any one-way arrows. All of the
DVs, both observed and unobserved, have arrows with the letters "E" or "D"
pointing in their direction. Ds (disturbances) point to latent variables while
Es (errors) point to measured variables (factors). There is always some
residual or error, just as there is in multiple regression. In SEM, the diagram
containing these paths includes the residual not predicted by the 1V/(s).

The portion of the model that connects the factors and measured variables
is sometimes referred to as the measurement model. The measurement
model in this instance is made up of the two constructs (factors),
Undergraduate Success and Graduate School Success, as well as their
respective indicators. The term "structural model™ refers to the proposed
connections between the constructs, in this case, the single pathway
between Undergraduate Success and Graduate School Success.

Note that neither of the models up to this point has included hypotheses
about means or mean differences, only about how variables relate to one
another (covariances). The SEM framework can also be used to test mean
differences related to group membership.

The researcher prefers the SEM method because it estimates multiple and
interrelated dependences in a single analysis. This analysis employs two
types of variables: endogenous variables and exogenous variables.
Endogenous variables are the same as dependent variables and have the
same value as the independent variable.

Theory: This is a set of relationships that provide consistent and
comprehensive explanations for actual phenomena. Models are classified
into two types:

o Model of measurement: The theory is represented by the measurement
model, which specifies how measured variables are combined to
represent the theory.

o Structural model: Represents the theory that demonstrates how
constructs are related to one another. Because it tests the proposed
casual relationships, structural equation modelling is also known as
casual modelling.

Next, let us look at the assumptions.



8.2 ASSUMPTIONS OF SEM Factor Analysis and
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Assumptions are made as follows:

° Multivariate normal distribution: For multivariate normal
distribution, the maximum likelihood method is used and assumed.
Small differences in multivariate normality can result in large
differences in the chi-square test.

o Linearity: Endogenous and exogenous variables are assumed to have
a linear relationship.

o Outlier: Outliers should be avoided in data. Outliers have an impact
on the model's significance.

o Sequence: Endogenous and exogenous variables must have a cause
and effect relationship, and the cause must occur before the event.

o Non-spurious relationship: The observed covariance must be true.

o Model identification: Equations must be greater than the estimated
parameters, or models will be over- or under-identified. Models that
have been identified are not considered.

o Sample size: The majority of researchers prefer a sample size of 200
to 400 with 10 to 15 indicators. As a general rule, there are 10 to 20
times as many cases as variables.

° Uncorrelated error terms: Error terms are assumed to be
uncorrelated with one another.

° Data: Interval data is used.

8.3 STEPS SEM

o Defining individual constructs: The constructs must first be defined
theoretically. To assess the item, run a pretest. CFA is used to perform
a confirmatory test on the measurement model.

o Developing the overall measurement model: The measurement
model is also referred to as a path analysis. The relationships between
exogenous and endogenous variables make up path analysis. An
arrow is used to demonstrate this. The measurement model bases its
predictions on the idea of unidimensionality. According to
measurement theory, the error term is uncorrelated within the
measured variables and latent constructs are what drive the measured
variable. An arrow is drawn in a measurement model from the
measured variable to the constructs.

o Design the study to produce the empirical results: The researcher
must specify the model in this step. The study should be planned by
the researcher to reduce the possibility of an identification issue. 119
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Methods like order condition and rank condition are used to reduce
the identification issue.

o Assessing the measurement model validity: The term "CFA" also
refers to evaluating/ assessing the measurement model. A researcher
uses CFA to contrast the theoretical measurement with the reality
model. The validity of the constructs must be connected to the CFA's
outcome.

o Specifying the structural model: In this phase, structural
connections between constructs are drawn. No arrow can enter an
exogenous construct in the structural model. A proposed structural
relationship between two constructs is represented by a single-headed
arrow. This demonstrates the causal connection. Each proposed
relationship employs a single degree of latitude. The model may or
may not be recursive.

o Examine the structural model validity: The structural model
validity is examined in the final step by the researcher. If the chi-
square test result is insignificant and at least one incremental fit index
(such as CFI, GFI, TLI, AGFlI, etc.) and one badness of fit index (such
as RMR, RMSEA, SRMR, etc.) meet the predetermined criteria, the
model is said to be well-fit.

8.4 LIMITATIONS TO STRUCTURAL EQUATION
MODELING

8.4.1 Theoretical Issues

Unlike exploratory factor analysis, SEM is a confirmatory method. It is
most frequently used to test a theory, even if it is just a personal theory.
Without prior knowledge of, or hypotheses regarding, potential
relationships among variables, one cannot perform SEM. Perhaps the
biggest distinction between SEM and other methods—and one of its
strongest points—is this. Planning a SEM analysis that is theory-driven is
crucial.

SEM is a confirmatory technique, but after a model has been estimated,
there are ways to test a variety of different models (models that test
particular hypotheses or might provide better fit). However, if numerous
iterations of a model are tested in an effort to identify the model that fits the
data the best, the researcher has switched to exploratory data analysis, and
appropriate precautions must be taken to avoid inflated Type | error levels.
Finding the best model is acceptable as long as significance levels are
carefully considered and cross-validation with a different sample is carried
out whenever practical.

Using SEM for exploratory work without the required controls has
contributed to SEM's negative reputation in some circles. It might also be
because structural equation modelling is sometimes referred to as causal



modelling. The application of SEM is not causal in the sense of implying
causality. It is a design issue, not a statistical one, to attribute causality.

Unfortunately, SEM is frequently considered to be only appropriate for
correlational or nonexperimental designs. This is far too restrictive. Both
experimental and nonexperimental designs can use SEM, just like
regression. In fact, there are a few benefits to using SEM for experiment
analysis: It is possible to test mediational processes and include information
about the effectiveness of the manipulations in the analysis (Feldman,
Ullman, & Dunkel-Schetter, 1998).

8.4.2 Practical Issues

Sample Size and Missing Data - When covariances are estimated
from small samples, they are less stable than correlations. Based on
covariances, SEM is used. The sensitivity of parameter estimates and
chi-square tests of fit to sample size is also well known. SEM is a
large sample method, just like factor analysis. According to Velicer
and Fava (1998), a good factor model in exploratory factor analysis
depends on the size of the factor loadings, the number of variables,
and the sample size. SEM models can be used in place of this. Less
participants may be needed for models with strong expected
parameter estimates and trustworthy variables. New test statistics
have been developed that enable the estimation of models with as few
as 60 participants, despite the fact that SEM is a large sample
technique (Bentler & Yuan, 1999). MacCallum, Browne, and
Sugawara (1996) present tables of the minimal sample sizes required
for tests of the goodness of the tit in order to estimate adequate sample
size for power calculations. These tables use the model degrees of
freedom and effect size to estimate sample sizes.

Multivariate Normality and Outliers - The majority of SEM's
estimation methods presuppose multivariate normality. Screen the
measured variables for outliers, both univariate and multivariate, as
well as the skewness and kurtosis of the measured variables, in order
to ascertain the size and shape of nonnormally distributed data.
Regardless of whether they are DVs or IVs, all measured variables are
combined to check for outliers. (Some SEM software programmes
check for skewness, kurtosis, and multivariate outliers.)
Transformations can be tried if significant skewness is discovered, but
frequently variables remain highly skewed or highly kurtotic even
after transformation. Some variables, like those related to drug use,
are not predicted to have a normal distribution in the population. An
estimation method that addresses the nonnormality can be chosen if
transformations fail to restore normality or if a variable is not
anticipated to be normally distributed in the population.

Linearity - SEM methods only look at linear relationships between
variables. Although it is challenging to evaluate linearity among latent
variables, scatterplots can be used to evaluate linear relationships
between pairs of measured variables. When multiple regression is
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used, the measured variables are raised to powers in order to account
for any hypothesised nonlinear relationships among the measured
variables. For instance, the square of average daily caffeine
consumption is used if the relationship between graduate school
success and average daily caffeine consumption is quadratic (a little
caffeine is not enough, a few cups are good, but more than a few are
harmful).

iv. Absence of Multicollinearity and Singularity - In SEM, matrices
must be inverted. Therefore, the required matrices cannot be inverted
if variables are perfect linear combinations of one another or are
extremely highly correlated. Examine the covariance matrix's
determinants if at all possible. A problem with multicollinearity or
singularity may be indicated by an extremely small determinant.
Typically, if the covariance matrix is singular, SEM programmes
terminate and issue alerts. Check your data set if you receive a
message like that. Inadvertently including linear combinations of
variables is a common occurrence. Just eliminate the variable that is
the singularity's cause. Create composite variables and use them in the
analysis if true singularity is discovered.

v. Residuals - The residuals following model estimation ought to be
small and centred at zero. The residual covariances' frequency
distribution ought to be symmetrical. In the context of SEM, residuals
are residual covariances rather than residual scores. SEM software
offers residuals diagnostics: A poorly fitting model may be indicated
by nonsymmetrically distributed residuals in the frequency
distribution; the model is estimating some covariances well and others
poorly. Even when the model fits reasonably well and the residuals
seem to be symmetrically distributed and centred around zero, it
occasionally happens that one or two residuals remain quite large. It
is frequently beneficial to look at the Lagrange Multiplier (LM) test
and think about including paths in the model when large residuals are
discovered.

8.5 R:SYNTAX

R is a statistical computing and graphics system. It offers a programming
language, high level graphics, interfaces to other languages, and debugging
tools, among other things. For statistical computing and graphics, R is a free
software environment. It is "open source,” which means that unlike
commercial software companies that protectively hide away the code on
which their software is based, the individuals who developed R allow
everyone access to their code. Anyone, anywhere can make contributions
to the software thanks to the open source movement. As a result, R's
capabilities grow dynamically as contributions come from all over the
world. R exemplifies everything that is admirable about the World Wide
Web.

Since its creation in the 1980s and widespread adoption in the statistical
community, the R language is a dialect of S. John M. Chambers, the



project's lead designer, received the 1998 ACM Software Systems Award
for S.

Although the language's syntax has a passing resemblance to C, its
semantics are more closely related to those of the FPL (functional
programming language) family and Lisp and APL. It specifically permits
"computing on the language,” which enables the creation of functions that
accept expressions as input and are frequently useful for statistical
modelling and graphics..

When using R interactively and running straightforward expressions from
the command line, you can get quite far. Others will want to write their own
functions either ad hoc to systematise repetitive work or with the
perspective of writing add-on packages for new functionality. Some users
may never need to go beyond that level.

The language's design includes a number of fine points and common pitfalls
that may surprise the user. The majority of these arise from deeper
consistency considerations. Additionally, there are many helpful idioms and
shortcuts that the user can use to express fairly complex operations clearly.
Once one is familiar with the underlying concepts, many of these come
naturally. There may be several ways to complete a task in some
circumstances, but some of the methods will depend on how the language
is implemented while others operate at a higher level of abstraction. In these
situations, we will specify the preferred usage.

R is basically just a base package with a fair amount of functionality. Once
R has been downloaded and installed on your computer, you can begin
creating graphs and data analysis. The beauty of R is that it can be enhanced
by downloading packages that give the software extra functionality. A
package can be created by anyone with a sufficiently large brain, some time,
and effort. These packages are kept in a central repository known as the
CRAN (Comprehensive R Archive Network) along with the software itself.
Anyone with an Internet connection can use the CRAN to download and
install packages, which they can then use with their own copy of R after
being stored there. R is essentially a huge international family of kind-
hearted, selfless individuals who are all working toward the common
objective of creating a powerful data analysis tool that is accessible to all
users for no cost. It's sort of like "give ps a chance,” a statistical
manifestation of The Beatles' idealistic vision of world peace, love, and
humanity.

8.5.1 Pros and cons of R

R is a versatile and dynamic environment, and it is free, which are its two
main benefits. There are many things you can do with it that are not possible
with commercially available packages thanks to its open source format and
statisticians' ability to contribute packages to the CRAN. Additionally, it is
a tool that is rapidly expanding and is able to adapt quickly to new
developments in data analysis. R is a very potent tool as a result of these
benefits.
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R's main drawback is its simplicity of use. R's guiding principle is to work
with a command line rather than a graphical user interface (GUI). This
simply means typing commands as opposed to pointing, clicking, and
dragging objects with a mouse. R's written commands are, in my opinion, a
much more effective way to work once you have mastered a few fairly
simple things. At first, this might seem strange and like a rather "retro"
method of working.

8.5.2 Base R vs. R packages

There are “default” packages that come with R. Some of these include:-

o as.character

o print

o setwd
And there are R packages developed and shared by others. Some R packages
include:

o tidyverse

o stargazer

o foreign

8.5.3 Downloading and installing R

R is a free programming language and environment that is supported by the
R Foundation for Statistical Computing. It is available under the GNU
licence. The language's potent statistical and data interpretation capabilities
are its most well-known features.

Installing the R environment on your computer and using an IDE (Integrated
development environment) to run the language are prerequisites for using
the R language (can also be run using CMD on Windows or Terminal on
Linux).

8.5.3.1 Why use R Studio?

o It is a potent IDE designed specifically for the R programming
language.

o Offers literate programming tools, essentially enabling the
incorporation of R outputs, reports, text, and images into Word
documents, HTML files, and reports.

o We can include interactive content in reports and presentations by
using Shiny, an open-source R package.



8.5.3.2 Installing R Studio on Window

The steps below should be followed in order to install R Studio on
Windows.

Step 1: First, create a R environment on your local machine. The same can
be downloaded from r-project.org

Step 2: Download R for the Windows operating system and double-click it
to install it.

7i&k Setup - R for Windows 3.6.3 = %
Select Destination Location .
Where should R for Windows 3.6.3 be installed? ﬂ

Setup will install R for Windows 3.6.3 into the following folder.

To continue, click Next. If you would like to select a different folder, click Browse.

E:'\Pr gram Files\R\R-3.6. Browse...

At least 2.5 MB of free disk space is required.

< Back Cancel

Step 3: Download R Studio from their official page.

Note: It is free of cost (under AGPL licensing).

RStudio Desktop 1.2.5042 -releace notes

1. Install R.  RStudio requires R 3.0
2. Download RStudio Desktop.  recommended for your system:

Wl DOWNLOAD RSTUDIO FOR WINDOWS
- 19.54MB

Step 4: Once the download is complete, look in your Downloads folder for
a file with the name "RStudio-1.x.xxxx.exe."

Step 5: Double-click the installer to complete the software installation.
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Step 6: Verify the installation of R Studio.

Search for RStudio in the Window search bar on Taskbar.

All  Apps Documents Web More ¥ 2l
Best match
RStudio
App

Search the web

RStudio

P Rs - See web results > App

Documents (5+)

Folders (2+) 7 Open

Settings (1) \/

Recent
Assignment6Final2
Assignment5_2
Assignment5_1
Assignment6Final
Assignment8_2
Assignment8_1_Code_OP
Assignment8_1
AB_33324
assignment?
£ Rudio

* Launch the programme.

» Enter the code listed below into the console.

Input : print('Hello world!")
Output : [1] "Hello world!"

RStidio

File Edit Code View
0.0

Plots Session Buid Debug Profile Tools Help

Comsele Temid ot

Holding the windsock
endation for statfstical Cosputing
wa2/xe4 (64-bit)

o peofect with sas
()" for more infora
to cite & or & packages in publications.

Tine help, or
nterface to help

Thes oty Pacages Nelp  Views




Step 7: Your installation is successful. Factor Analysis and
Software Packages — 11

8.5.3.3 Creation and Execution of R File in R Studio

An integrated development environment (IDE) for R is called R Studio. The
IDE is a graphical user interface where you can write your quotes, view the
results, and also see the variables created during programming. R is
available as client and server versions of Open Source software.

Creating an R file

In R studio, there are two ways to create a R file:

o You can select a new file and a R script from the drop-down menu
that appears when you click the File tab, which will result in the
opening of a new file.

‘.F.l ” . € RStudio
1€ ICON (i) it Code View Plots Session Build Debug Tools Help
New File | ’ R Script Ctrl=Shift=N
New Project...
R Markdown...
Open File... Ctr+0
t’ o SR i Text File
. . Ce+ File
File ) Edit Code Recent Files »
R Sweave
Ol “_ﬂ‘ = Open Project... e,
J
= Open Project in New Window...
R Presentation
Recent Projects »
R Documentation
Save Ctrles

Save As...
Save with Encoding...
Save All Ctrl+Alt+S

Knit Ctrl+ Shift+K
Compile Notebook...

Print...

Close Ctrl+W
Close All Ctrl+Shift=W

Quit RStudio... Ctr+Q

o To open a new R script file, click the plus button, which is located
directly beneath the file tab.

By clicking the icon* < . "below the toolbar

¢ 3 RStudio
File Edit Code View Plots Session Build Debug Tools Help

L T = — .'»!
0,_/ = H B8

7 RScript Ctrl+Shift+N |

£ ) Rstudio
File Edit

Q- -

= RMarkdqg‘“ ve Q 72~

| Create a new R
| script

Code

=

| TextFile

%] C++ File
€1 RSweave
<] RHTML
’;‘Q R Presentation
e

! R Documentation
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This is how a R Studio with the script file open appears once a R script file

is opened.

e

11| (Top Level) ¢

Console
R version 3.4.0 (2017-04-21) -- "You Stupid Darkness" N
copyright (C) 2017 The R Foundation for Statistical Computing
Platform: x86_64-w64-mingw32/x64 (64-bit)

R is free software and comes with ABSOLUTELY NO WARRANTY.

You are welcome to redistribute it under certain conditions.

Type 'license()’ or 'licence()' for distribution details.

R is a collaborative project with many contributors.

RScript + f

@ Rstudio - _ o x
File Edit Code View Plots Session Build Debug Profile Tools Help
ol - 0@ e e
07 Untitled1 )/ Environment = History =N

5] [ Osourceonsave  Q /°+ il ~ -»Run| (9% [ source ~| |= €% [ _#mportDataset + ¥ List v | (]

% %) Global Environment ~
Scripts
Environment/History

Files Plots Packages Help Viewer
@) New Folder | @ | Delete (4] Rename | ik More ~

O 4 Home

A Name
O B (Heatand Mass Transfer) Prof. Dipl-Ing. Dr. Hans-1.. 5.8 M
O 13 (Oxford Applied Mathemtics and Computing Scie... 2

Files/plots/packages/Help

Modified

Type 'contributors()' for more information and O 6
"citation()' on how to cite R or R packages in publications. 2] .Rhistory
: O % os13.paf
Type 'demo()’ for some demos, "help()' for on-line help, or o )
*help.start()' for an HTML browser interface to help. -1 Booklxlsx 14kB
Type ‘g0’ to quit R. Canso/e O 7 BoOKs.pdf 53MB
& Criterion Games
2 | P e e

There are three panels: console, environment/history, and file/plots. A new
window, which is currently being opened as a script file, can be found on
top left. You are now prepared to use R Studio to create a script file or
programme.

Writing Scripts in an R File

Here is an illustration of writing scripts to an R file:

€ Rstudio - u] X
Ol | ~  Addins ~ K Project: (None) ~
@7 Untitled1* o ] Environment  History - (]
] (JSourceonsSave Q / ~ v “®Run 5% Source, & [J [ #ImportDataset v & List ~
3 & Global Environment ~
2 a=11
3 b a“10
4 print(c(a,b
Files Plots Packages Help Viewer =
414 (Top Leve RScript = - Q) New Folder @  Delete (@ Rename {GF More ~
E  Rfiles
Console 1 O =
A Name Size Modified
5 - o + A
R version 3.4.0 (2017-04-21) -- "You Stupid Darkness d
Copyright (C) 2017 The R Foundation for Statistical Compu O @ Roata 08 Oct 14 2017 39
ting
Platform: x86_64-w64-mingw32/x64 (64-bit) 0 § Rhistory KE
. : O acDetails.bt 4323 K
R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditio [0 @3 CHURN-DataPrep.R
L ; cot . s L ; O churnFinal.csv 954.6 KB
Type ‘license()' or "licence()' for distribution details.
O @3 class3r 1
R is a collaborative project with many contributors. 0O Rk L KE 14 15
Type ‘contributors()’ for more information and CERM IR sy o M e i
‘citation()' on how to cite R or R packages in publicatio ¥ [] crashTest 1 TEST.csv 7778 Oct 14,2017, 2:15 °%.

The first line of the code in the above example assigns the value 11 to the
variable "a," and the second command, "b," is "a" multiplied by 10. Here,
the code multiplies the value of a by 10 and assigns the result to the variable
b. The third statement, print(c(a, b)), concatenates these two variables and
prints the outcome. And thus, this is how a script file in R is created. It is
necessary to save a script file after writing it before running it.



Saving an R File

Let's look at saving a R file. If you select the file tab from the file menu,
you can choose between the save and save as buttons. If you click the save
button when you want to save a file, it will automatically save the file with
an untitled x. Therefore, depending on how many R scripts you have already
opened, this x could be either 1 or 2.

€ RStudio - o
Fle Edt Code View Plots Session Build Debug Profle Tools Help
New File ’ * Addng +
New Project.,
Envionment  History
Open File Q0 . $Run 4% Source = 4 #import Dataset =+ f st »
lobal & t
’
import Datase ’
Save CirbeS
Save hs.
Files Plots  Packages Help  Viewer
Save with Encodng
New Folder O Del - R More +
Seve Al CtrieAReS ? ||||| Delete ename (G More
| Rsaipt < | (] . tie
Knit Document CtrleShifteK A Name
Compile Report. t
Print $tupid parkness Uu
» br statistical computing 06
o CurtoW e -
Close A CtrleShifte W DLUTELY NO WARRANTY.,
fer cer fons.
Quit Session. ieQ =
Quit Sessio QhQ fn publications. -
Type "demo()' for some demos, ‘help()’ for on-1ine help, or
help.start()* for an HTML browser interface to help.
Type 'q0)" to quit R.
[workspace loaded from £:/R_files/.RData]
tChe

Alternatively, it's a good idea to use the Save as button, which is located
just below the Save button, to rename the script file as you please. Let's
assume that we chose to save the file. A window similar to this will appear,
allowing you to rename the script file to test.R. After renaming, you can
save the script file by selecting the Save button.

o 2 ddins
Untitled1* "] Envionment History
) [(Jsourceonsave & / « v “#Run S Source ~ 2 _#import Dataset »+ List »
1 1 % Global Environment ~
2 a=1
3 b~-al0
4 print(cia,b ) Save File - Untitled1 X
This PC » Education (E) » R files p
ganize Ne - @
I8 This PC g
B Desktop ® RDsta
£14 | fop Level Document ts Rhistory
& Downloads acDetails.tt
Console CHURN-DataPrep.R
D Music
: - 8.) chumFinal.csv
R version 3.4.0 (2017-04-21) -- “You St & Pictures ] R,
Copyright (€) 2017 The R Foundation for class3R P
Platform: x86_64-w64-mingw32/x64 (64-bi 8 Videos 0] crashTest_1.csv
R is free software and comes with assou = 5(©) G crashTest 1, TEST.cov A pM
You are welcome to redistribute it unde = Education (E) @ | crashTest_2.csv 4 4 1 P
Type 'license()' or 'licence()' for dis Bitatsinret (F) @ | crashTest 2 TEST.csv v b
v < >

R is a collaborative project with many
Type 'contributors()" for more informat R
‘citation()’ on how to cite R or R pack File name: | test.

Save a5 type

A~ Hide Folders Cancel

Type ‘demo()‘ for some demos, 'help()’
‘help.start()’ for an HTML browser inte
Type "q()° to quit R.

We have now learned how to open a R script, write some code inside it, and
save the script file.

Executing the R file is the next step.
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Execution of an R file

The commands that are available in the R file can be executed in a variety
of ways.

&) RStudio

-2 8 3 ~» “Cl >~ Addins ¥

@) test.R* =

A\ I-J [ Source on Save QA Z~| E I % Run lg+ _+ Source -~ =

1

2 a=11 3% Source Ctrl+Shift+S |
3 b<-a®10

4 print(c(a,b))

Source with Echo  Ctrl+Shift+Enter |

A) Press Run/ Ctrl + Enter

B) Press Source / Ctrl + Shift + S
Or

C) Press Ctrl + Shift + Enter (Source with echo)

Source will execute all commands in console
without displaying them where as source with
echo will execute and print automatically

Using the run command: You can use the GUI to run the "run”
command by clicking the corresponding run button there, or you can
use the shortcut key control + enter. The line where the cursor is
located will be executed.

Using the command source: You can use the source button on the
GUI to run the "source™ command, or you can press the shortcut key
control + shift + S. This will run the entire R file and only print the
results that you requested.

Using the source with echo command: You can use the source
with echo button on the GUI or the shortcut key control + shift
+ enter to run this "'source with echo™ command. Along with the
output you are printing, the commands will also be printed.

This is an illustration of how to run a R file using the source and

€) RStudio - (=] 3¢
Clvic~ - - L. v Addins > £ Project: (None) ~
O testR x - Environment  History -
[Jsourceonsave @ / ~ 1 ~ - 5% _#source v €% [ _#ImportDataset ~+ & List ~
1 @), Global Environment ~
2 a=11
3 b= a*10 values
4 printlc(a,b)) a 11
b 110
Files Plots Packages Help Viewer =0
414 @ (Top Level) = RScript = | @ New Foider | @ | Delete || Rename = G More ~
O & Rfiles
Console E/R files, = A Name Size Modified
or ~ t ~
“help.start()’ for an HTML browser interface to help. P
Type 'q()' to quit R. [J @) Roata 408 Oct 14,
[workspace loaded from E:/R_files/.Rpatal O @3 .Rhistory 2KB
¢ s 9 . O [ acDetails:ot 4323 kB
source('E:/R_files/test.R’', echo=TRUE
% O @3] CHURN-DataPrepR 83KB
>a=11 O ] chumFinal.csv 954.6 KB
> b = a*10 O 23 cassar 43x8
a O 1 crashTest l.csv 3KB
> print(c(a,b))
[1] 11 110 0 7 crashTest 1_TEST.csv 7778
= o! O 7] crashTest 2.csv 24KB




The output print(c(a, b)) with the values can be seen in the console along
with the commands a = 11 and b = a*10 that were printed.

A is therefore 11 and b is 11 times 10, which equals 110. The output will be
displayed in the console in this manner.

The environment panel also displays the values of a and b.

Run command over Source command:

. Run can be used to run the R code that has been chosen.
. To execute the entire file, use Source and Source with echo.

o The benefit of using Run is that when something does not behave as
you would expect, you can troubleshoot or debug the programme.

o Using the run command has the drawback of cluttering and
unnecessarily clogging the console.

8.5.3.4 Basic Syntax in R Programming

Statistical computing and data analysis are the most common uses of R,
which has over 10,000 free packages available in the CRAN repository.

If you want to use R's robust features, you must understand its specific
syntax, which is true of any programming language.

We'll be using RStudio assuming R is already installed on your computer,
but you can also use the command prompt by entering the following
command:

$R

This will start the interpreter, so let's start by creating a simple Hello World
programme.

Console  Jobs
~] -
> "Hello, world!"

[1] "Hello, world!"

On the console, we can see the words "Hello, World!" printed.

Using print(), which prints to the console, we can now accomplish the same
task. Scripts, or RScripts as they are known in R, are typically where we
write our code. In order to make one, write the code below in a file and save
it as myFile.R. You can then run it in the console by writing:

Rscript myFile.R
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- A @ @sourceonsave © - W E Run B source ~
print("Hello, world!")

Output:
[1] "Hello, World!"

Syntax of R program

Three components make up a R programme: variables, comments, and
keywords. The data is stored in variables, comments are used to make the
code more readable, and keywords are reserved words with a particular
meaning for the compiler.

Variables in R - We wrote all of our code previously in a print(), but we
don't have a way to address them to carry out additional operations. This
problem can be solved by using variables, which are the names given to
reserved memory locations in any programming language that can store any
type of data.

The assignment can be represented in R in one of three ways:
1. = (Simple Assignment)

2.  <-(Leftward Assignment)

3. ->(Rightward Assignment)

Example:

D myFller*
A B Bsouceonsave ® - W B rRun B source ~
varl = "Simple Assignment"

var2 <- "Leftward Assignment!"

"Rightward Assignment" -> var3

print(varl)
print(var2)
print(var3)

Output:
"Simple Assignment"

"Leftward Assignment!"

"Rightward Assignment"
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Comments in R - Comments are a way to make your code easier to read, and
since they are only for the user, the interpreter will not read them. R only
supports single-line comments, but we can use multiline comments by
employing a straightforward trick that is demonstrated below. Use # at the
beginning of the statement to create single-line comments.

Example:

’n myFlle.R*
/A B BsourceonSave ® -

B Run B Source ~

print("This is fun!™)

i f(FALSE)
[
1k
"This is multi-Tine comment which should be put inside either a

single or a double quote"

Output:
[1] "This is fun!"

Both comments were disregarded by the interpreter, as can be seen from the
output above.

Keywords in R - A keyword is a word that a programme reserves because
it has a specific meaning; as a result, it cannot be used as a variable name,
function name, etc.

Using help(reserved) or ?reserved, we can view these keywords.

Reserved words in R

if

else

while

repeat

for

funetion

in

next

break

TRUE

FALSE

NULL

Inf

NaN

NA

NA integer

NA real

NA complex

NA character

o if, else, repeat, while, function, for, in, next and break are used for
control-flow statements and declaring user-defined functions.

° The ones left are used as constants like TRUE/FALSE are used as
boolean constants.

° NaN defines Not a Number value and NULL are used to define an
Undefined value.

o Inf is used for Infinity values.

Because R is case-sensitive, TRUE is not the same as True.

Factor Analysis and

Software Packages — 11

133



Statistics in Psychology 8.5.3.5 Different ways to run a R program
There are many ways to run an R program:

. Method 1: Using command prompt or terminal - Write your
code in notepad or any text editor, save it as “helloworld.r”,

| *hellowarld.r - Notepad - [m} .

File Edit Format View Help
print("hello wor‘ld")|

Ln 1, Col 21 100%  Windows (CRLF) UTF-8

Run it in command prompt or terminal using the command “Rscript
helloworld.r”.
m CAWINDOWS\system32\cmd.exe - &

D=~dropbox*xml>*Rscript helloworld.r
[1]1 "hello world"

D=~ dropbox xml>_

J Method 2: Using an online IDE - There are many online IDE
available. We can use that without the need of installing or
downloading anything.

. Method 3: Using IDE like Rstudio, RTVS, StatET - You can
download and install these IDE in your system and can write and run
the program there. Rstudio & statET(Eclipse software)is available
for Windows, Mac, and Linux. RTVS presently available only on
windows.

8.6 DATA MANAGEMENT

Once you have access to your data, you should reformat it so that it is usable.
134 Creating new variables (including recoding and renaming existing



variables), sorting and merging datasets, aggregrating data, reshaping data,
and subsetting datasets (including selecting observations that meet criteria,
randomly sampling observation, and dropping or keeping variables) are
examples of how to do this.

R's built-in operators (arithmetic and logical) and functions (numeric,
character, and statistical) are typically used for each of these tasks.
Additionally, you might need to write your own functions or use control
structures (if-then, for, while, switch) in your programmes. Finally, you
might need to convert variables or datasets from one type to another (e.g.
numeric to character or matrix to data frame).

8.7 GRAPHS

Before you actually start to analyse your data, graphs are a really helpful
way to look at it. You might be perplexed as to why creating graphs is even
necessary. Before attempting to interpret the more important statistics,
examine your data visually and note how it appears. You can easily create
very snazzy-looking graphs using R (and other packages), and you might
find yourself passing out from excitement as you colour your graph. Keep
in mind that the purpose of the graph is to present information, not to make
yourself (or others) squeal with joy at the colour of the graph (dull, perhaps,
but true).

Tufte (2001) wrote an excellent book on how data should be presented. He
emphasised that graphs should include the following among other things:

. Show the data.

o Induce the reader to think about the data being presented (rather than
some other aspect of the graph, like how pink it is).

o Avoid distorting the data.

J Present many numbers with minimum ink.

o Make large data sets (assuming you have one) coherent.
o Encourage the reader to compare different pieces of data.

° Reveal data.

The R language's preferred feature for creating different types of graphs and
charts for visualisations is its support for graphs. In order to create the
graphs using the input data set for data analytics, the R language supports a
rich set of packages and functionalities. The scatter plot, box plot, line, pie,
histogram, and bar graphs are the most frequently used graphs in the R
programming language. For exploratory data analysis, R graphs support
both two-dimensional and three-dimensional plots. To create graphs in the
R language, functions like plot(), barplot(), and pie() are used. Advanced
graph functionalities are supported by R packages such as ggplot2.

Because of R's powerful graphic capabilities, data analysts frequently use
it.
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Data Visualization in R Programming Language

There are several well-liked tools for data visualisation, including Tableau,
Plotly, R, Google Charts, Infogram, and Kibana. The features, functions,
and use cases of the various data visualisation platforms differ. They also
call for a different set of skills.

R is a language intended for scientific research, graphical data analysis, and
statistical computing. It is typically chosen for data visualisation because it
provides flexibility and requires little coding thanks to its packages.

Consider the following airquality data set for visualization in
R:

Ozone Solar R. Wind Temp Month Day
41 190 7.4 67 5 1
36 118 8.0 72 5 2
12 149 12.6 74 5 3
18 313 11.5 62 5 4
NA NA 14.3 56 5 5
28 NA 14.9 66 5 6

Bar Plot - There are two different kinds of bar plots: horizontal
and vertical. In both, data points are represented by horizontal or
vertical bars of varying lengths that are proportional to the value
of the data item. For plotting continuous and categorical variables,
they are typically utilised. We can obtain horizontal and vertical
bar plots, respectively, by setting the horiz parameter to true and
false.

Example 1:

# Horizontal Bar Plot for

# Ozone concentration in air

barplot (airquality$Ozone,
main = 'Ozone Concenteration in air',
xlab ='ozone levels', horiz = TRUE)

Output:

Ozone Concenteration in air

" W

T 1
50 100 150

o

ozone levels




Example 2:
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# Vertical Bar Plot for

# Ozone concentration in air

barplot(airquality$Ozone, main = '‘Ozone Concenteration in air’,
xlab ='ozone levels', col ='blue’, horiz = FALSE)

Output:

Ozone Concenteration in air

ualk m W\h.

ozone levels

100 150
| J

50
|

The following situations call for the use of bar plots:

o to conduct a study in which the various data categories in the data
set are compared.

o to examine how a variable has changed over the course of several
months or years.

Similarly, we can create histogram, box plot, scatter plot, heat map, map
visualization, 3D graphs in R.

8.8 DESCRIPTIVE, BASIC AND MULTIVARIATE
STATISTICSINR

Mean, Median and Mode in R Programming- The measure of central
tendency in R Language represents the whole set of data by a single value.
It gives us the location of central points. There are three main measures
of central tendency:

Measure Of Central
Tendency
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Mean in R Programming Language - It is the sum of
observations divided by the total number of observations.
It is also defined as average which is the sum divided by
count.

Mean (x) =%

Where, n = number of terms

Example:

# R program to illustrate
# Descriptive Analysis

# Import the data using read.csv()

myData =

read.csv("CardioGoodFitness.csv",
stringsAsFactors=F)

# Compute the mean value
mean = mean(myData$Age)
print(mean)

Output:

[1] 28.78889

Median in R Programming Language - It is the middle
value of the data set. It splits the data into two halves. If
the number of elements in the data set is odd then the
center element is median and if it is even then the median
would be the average of two central elements.

Odd Even
n+1 n n
—_— 1
2 2 2

Where n = number of terms

Syntax: median(x, na.rm = False)

Where, X is a vector and na.rm is used to remove missing
value




Example:

# R program to illustrate
# Descriptive Analysis

# Import the data using read.csv()
myData = read.csv("CardioGoodFitness.csv",
stringsAsFactors=F)

# Compute the median value
median = median(myData$Age)
print(median)

Output:

[1] 26

Mode in R Programming Language - It is the value that has the
highest frequency in the given data set. The data set may have no
mode if the frequency of all data points is the same. Also, we can
have more than one mode if we encounter two or more data points
having the same frequency. There is no inbuilt function for finding
mode in R, so we can create our own function for finding the mode
or we can use the package called modeest.

Creating user-defined function for finding Mode - R doesn't have
a built-in function for locating the mode. So let's develop a user-
defined function that returns the data's mode. For this, we'll use the
table() method, which generates a table-like categorical
representation of the variable names and frequency of the data. The
Age column will be sorted in descending order, and the first value
from the sorted values will be returned.

Example: Finding mode by sorting the column of the dataframe

# Import the data using read.csv()
myData = read.csv("CardioGoodFitness.csv",
stringsAsFactors=F)
mode = function(){
return(sort(-table(myData$Age))[1])

mode()

Output:

25: -25
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Using Modeest Package - We can use the modeest package of the
R. This package provides methods to find the mode of the univariate
data and the mode of the usual probability distribution.

Example:

# R program to illustrate
# Descriptive Analysis

# Import the library
library(modeest)

# Import the data using read.csv()
myData = read.csv("CardioGoodFitness.csv",
stringsAsFactors=F)

# Compute the mode value
mode = mfv(myData$Age)
print(mode)

Output:

[1] 25

Standard Deviation in R Programming Language -
Standard Deviation is the square root of variance. It is a
measure of the extent to which data varies from the mean.
The mathematical formula for calculating standard
deviation IS as follows,

w -. ! — -
Standard Deviation = s/ vartance

Example:

Standard Deviation for the above da}@,
StandardDeviation = 4 =2

Computing Standard Deviation in R

One can calculate the standard deviation by using sd() function in R.

Syntax: sd(x)
Parameters:
X: numeric vector




Example:-

# R program to get

# Calculating standard
# deviation using sd()
print(sd(list))

# standard deviation of a list

# Taking a list of elements
list=c(2,4,4,4,5,5,7,9)

Output:

[1] 2.13809

R functions for computing descriptive analysis:

Mean

Median

Mode

Range of values (minimum and maximum)

Minimum

Maximum

Variance

Standrad Deviation

Sample quantiles

Interquartile range

Generic function

Computing ANOVA in R

mean()

median()

mfv() [modeest]

range()

min()

maximum ()

var()

sd()

quantile()

1QR()

summary()

To get started with ANOVA, we need to install and load the dplyr package.

One way ANOVA test is performed using mtcars dataset which comes
preinstalled with dplyr package between disp attribute, a continuous
attribute and gear attribute, a categorical attribute.
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Performing One Way ANOVA test in R lanquage

# Installing the package
install.packages("dplyr")

# Loading the package
library(dplyr)

# Variance in mean within group and between group
boxplot(mtcars$disp~factor(mtcars$gear),
xlab = "gear", ylab = "disp")

# Step 1: Setup Null Hypothesis and Alternate Hypothesis
# HO = mu = mu0l1 = mu02(There is no difference

# between average displacement for different gear)

# H1 = Not all means are equal

# Step 2: Calculate test statistics using aov function
mtcars_aov <- aov(mtcars$disp~factor(mtcars$gear))
summary(mtcars_aov)

# Step 3: Calculate F-Critical Value
# For 0.05 Significant value, critical value = alpha = 0.05

# Step 4: Compare test statistics with F-Critical value
# and conclude test p < alpha, Reject Null Hypothesis

Output:
g 84 ——— —r—
S
f=] N i | — |
‘(2 — R E—
I I I
3 4 5

gear

The box plot shows the mean values of gear with respect of displacement.
Hear categorical variable is gear on which factor function is used and
continuous variable is disp.

of Sum Sq Mean Sq F value Pr(>F)
factor (mtcars$gear) 2 280221 140110 20.73 2.56e-06 ***

Residuals 29 195964 6757

Ssignif. codes: 0 S#xx2 (001 T**" 0.01 °*7 0.05 “." 0.1 * 3

The summary given above shows that the gear attribute is very significant
to displacement (Three stars denoting it). Also, the P value is less than
0.05, so proves that gear is significant to displacement i.e related to each
other and hence, we reject the Null Hypothesis.



Performing Two Way ANOVA test in R language Factor Analysis and
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Two-way ANOVA test is performed using mtcars dataset which comes
preinstalled with dplyr package between disp attribute, a continuous
attribute and gear attribute, a categorical attribute, am attribute, a
categorical attribute.

# Installing the package
install.packages("dplyr")

# Loading the package
library(dplyr)

# Variance in mean within group and between group
boxplot(mtcars$disp~factor(mtcars$gear),
xlab = "gear", ylab = "disp")

# Step 1: Setup Null Hypothesis and Alternate Hypothesis
# HO = mu = mu01 = muO2(There is no difference

# between average displacement for different gear)

# H1 = Not all means are equal

# Step 2: Calculate test statistics using aov function
mtcars_aov <- aov(mtcars$disp~factor(mtcars$gear))
summary(mtcars_aov)

# Step 3: Calculate F-Critical Value
# For 0.05 Significant value, critical value = alpha = 0.05

# Step 4: Compare test statistics with F-Critical value
# and conclude test p < alpha, Reject Null Hypothesis

Output:

Automatic Manual

Ll 1111
disp
250
[

100

disp
180 300 450

gear gear

The box plot given above shows the mean values of gear with respect to
displacement. Here, categorical variables are gear and am on which factor
function is used and continuous variable is disp.

pf sum sq Mean Sq F value Pr(>F)
factor(mtcars$gear) 2 280221 140110 20.695 3.03e-06 ***
factor (mtcars$am) 1 6399 6399 0.945 0.339

Residuals 28 189565 6770

signif. codes: 0 ‘***’ 0,001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 * ' 1 143
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The summary above demonstrates that the gear attribute is very significant
to displacement (Three stars denoting it) and am attribute is not much
significant to displacement. P-value of gear is less than 0.05, so it proves
that gear is significant to displacement i.e related to each other. P-value of
am is greater than 0.05, am is not significant to displacement i.e not related
to each other.

8.9 R GUI, OTHER SOFTWARE

R is a programme that runs from the command line. The user types
commands into the prompt (> by default), and each command is executed
one by one. However, in order to use R, you will need a Graphical User
Interface (GUI). There have been several attempts to develop a more
graphical user interface, ranging from code editors that work with R to fully
developed GUIs that display menus and dialogue boxes to the user.
Although many data scientists favour working in the command line,
beginners should pick a specific GUI. R has a wide variety of free graphical
user interfaces. To save you time searching for them, we have listed a few
of them.

Free Graphical User Interfaces for R: - R is the statistical problem-
solving software of choice for most developers. You'll also want to use it to
address pertinent problems. Any of the GUIs that are offered on the market
can be chosen. The fact that the majority of them are free is the most
satisfying aspect. Let's review the top 10 free R graphical user interfaces.

1) RStudio:- The most well-known IDE and GUI for R is called
RStudio. It has a significant advantage over its rivals. Two formats
are supported by the free GUI. Most people use the desktop version
of Rstudio. The RStudio server is located on a remote server, and you
can access it using your browser. RStudio is open-source software
because it is licenced under the GNU Affero General Public License.

2) Rattle:- A well-liked free graphical user interface for R is called
Rattle. The GUI is used effectively for extensive data mining. Anyone
with access to GitHub can download the source code for Rattle and
contribute new code to the development. It provides robust data
mining features by showcasing R software's potential through a GUI.
It is currently utilised by numerous governmental and non-
governmental organisations throughout the world for statistical and
data mining purposes.

3) StatET for R:- Eclipse has been developed into StatET. It offers an
Eclipse-based integrated development environment and generates
modules for R and Java integration. Here, you can find everything a
R IDE should have. The GUI offers a variety of sophisticated tools
for R coding and package creation, including an integrated R console
and the "R™ help system.

4)  RKWard:- In comparison to other free graphical user interfaces,
RKWard is simpler. The GUI's main goal is to develop into a user-



5)

6)

7)

8)

9)

10)

friendly, transparent frontend to R. RKWard aims to combine the R-
potential language's with the user-friendliness of consumer statistical
software. For the KDE desktop environment, it was created. The GUI,
however, can function in almost any setting.

JGR:- JGR, which is pronounced Jaguar, is a uniform and
standardised GUI for R. It is free and open-source because it is
licenced under the GNU General Public License. The GUI underwent
its initial introduction in 2004, and development is still ongoing. It has
a limited adaptive R terminal that can be used to replace the standard
R GUI in more ways. JGR is well-known among data scientists
because of its accommodating R-console.

R Commander:- A free graphical user interface for R is called R
Commander. The software was developed by Prof. John Fox in order
to facilitate the teaching of statistics courses and remove barriers
associated with software sophistication from the process of learning
statistics. You can navigate statistical data analysis using drop-down
menus. Beginners will particularly benefit from R Commander
because it displays the corresponding code for each data execution.

Deducer:- A free and open-source GUI for R is called Deducer. It
was initially developed as an approachable alternative to programmes
like Minitab, SPSS, and JMP. Every operating system supports the
GUI, but there is no server version. The 2008 release of Deducer was
met with immediate and widespread acclaim. However, installing it is
a difficult process. It is suitable for both experts and beginners.

JASP:- An open-source GUI developed by the University of
Amsterdam is called JASP. Users of SPSS should find it easy to use
and intuitive. JASP's emphasis on Bayesian analysis is one of its most
significant advantages. If you prefer that, JASP could be the one for
you. Additionally, it features a strong Machine Learning Module.
Compared to the other GUIs discussed here, JASP is a little unique.
This is due to the fact that you cannot run your own R code in it, nor
can it display the R code that it generates. However, it can carry out
every other function you would expect from a R GUI.

Tinn-R:- Another free graphical user interface available is Tinn-R.
Additionally, the GUI is an ASCII/UNICODE generic. It is a simple
but effective substitute for the standard R GUI editor. Tinn-R wants
to promote education. Additionally, it strives to make using the R
environment as simple as possible. By using this GUI, novice users
can undoubtedly improve their R learning.

BlueSky Statistics:- This GUI was created by former SPSS
employees and shares many characteristics with SPSS. Before 2018,
you had to purchase it. However, it is now open-source. BlueSky
makes it impossible to determine whether R is actively engaged. The
R code editor can only be accessed by selecting the "Sytax™ button.
The tidyverse style, which is popular but controversial, is used in
BlueSky. Currently, Windows is the only operating system that
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supports the GUI. Versions of BlueSky, however, are being created
for additional platforms.

Perhaps the most reliable full-featured GUIs that work with Windows,
Linux, and MacOS are RStudio and R Commander. These two tools can
make using R much simpler.

8.10 SUMMARY

As the saying goes, "Data is the new world currency"”. However, simply
collecting data will not yield a profit. Data utilisation is essential. The
appropriate data must be used in the appropriate context. That's what data
analytics and statistics are all about. For analysing data, R is a suitable
programming language. But to do this, you also need a platform. Therefore,
we have also provided a list of 10 free R graphical user interfaces.

8.11 QUESTIONS

What exactly is structural equation modelling (SEM)?

What are the underlying assumptions of SEM?

Describe the Steps for conducting SEM.

What are the limitations to structural equation modelling (SEM)?
Describe in short R syntax.

What are some of the pros and cons of R?

What are the steps to download and install R?

How can you create and execute R File in R Studio?

© o N o g ~ w bpoRE

Illustrate how will you write scripts in R file.

-
©

What are Variables and Keywords in R?

-
=

State some ways to run a R program
12. Illustrate by giving example how will you draw a bar graph in R.

13.  How would you perform mean / median /mode/ standard deviation /
ANOVA in R?

14. Write a note on R GUI and other software.
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