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Chapter 1

Baire spaces

Chapter Structure

1.1 Introduction

1.2 Objectives

1.3 Few definitions with examples
1.4 Baire Category Theorem

1.5 Theorems on Baire spaces

1.6 G— delta set (G set)

1.7 Applications

1.8 Let Us Sum Up

1.9 Chapter End Exercises

1.1 Introduction

In this chapter, we shall introduce definition and various examples of
Baire spaces. We shall also introduce Baire category theorem which has
application in Open Mapping Theorem, Uniform Boundedness Princi-
pal and in later chapter of Banach spaces. Various applications of Baire
spaces are there is analysis and branch of topology called Dimension
theory. The term “Baire spaces ” were coined by Nicolas Bourbaki. Gy
sets are also introduced in this chapter.

1.2 Objectives

After going through this chapter you will be able to:

e Define Baire spaces.

e Identify which spaces are Baire spaces.
e Learn that open subspace of Baire space is Baire.
e Learn about Baire category theorem.
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e Learn to prove Hausdroff spaces which are compact or locally com-
pact are Baire spaces.

e Learn about Gy sets.

e Application to a sequence of continuous real valued functions con-
verging point-wise to a limit function on complete metric space.

1.3 Few definitions with examples

Definition 1.1. Let X be a topological space and A C X be any
subset. The interior A° of A in the space X is defined as the union of
all open subsets of X which are contained in A.

Examples
1) Interior of [0, 1] = ([0,1])° = (0, 1).
2) R
)

3) Q°in R = ¢.

4) @ inQ=0.
Definition 1.2. A subset K of a topological space X is dense if K =
X.

Example

e Set of rational numbers Q is dense in R.

Remark: Let A be a subset of X. Then A° = ¢ if and only if
X \A is dense in X.

Definition 1.3. A topological space X is called a Baire space if given
any countable collection {4, } of closed sets of X, each having empty

interior in X then the union L,lN A, also has empty interior in X.
ne

Examples

1. The space of rational numbers Q is not a Baire space.

2. The space of integers Z is a Baire space.

3. The space of all irrational numbers R\Q is a Baire space.
4. Any open subset of Baire space is Baire space.

5. Any complete metric space is a Baire space.

2



CHAPTER 1. BAIRE SPACES

6. Any compact Hausdroff space X is a Baire space.
Note: All the above examples are proved later.
Example 1. The space of rational numbers Q is not a Baire space.

Solution: Consider the field Q of rational numbers, a metric space
with the metric d(z,y) = |z — y| for all z,y € Q. Now for all ¢ € Q,
{q} is closed . Also {q}° = ¢ (since for a < b € R, (a,b) N Q is infinite,
therefore (a,b)NQ € {q}). So {¢},eq is a countable collection of closed
subsets of Q, each having empty interior in Q. Now {J,.o{¢} = Q. Thus
(Upeo ) = (Q). But (Q)° = Q # 6. Therefore (Uyeqla))® # o

Hence by definition of Baire spaces, QQ is not a Baire space.
Example 2. The space of integers Z is a Baire space.

Solution: Let A, = {n} C Z.

So A, is open in Z ( since Z is discrete metric space).

So {n}° = {n}.

Also A, is closed in Z (singletons are closed set ).

So there is no closed set in Z with empty interior except for empty set.
Therefore Z is Baire space vaciously.

1.4 Baire Category Theorem

Theorem 1.4.1. Any non-empty complete metric space is a Baire
space.

Proof. Suppose {A,, | n € N} is countable collection of closed subsets
of the space X such that each A, has empty interior in X.

Then we show that U ; A, has empty interior in X.

Assume the contrary, i.e. there exists a non- empty open subset U of
X contained in U | A,. Put U, = X \ A, for each n € N. Since each
A, is closed thus each U, is open. Also since each A,° = ¢, so each U,
is dense, so the intersection of any nonempty open subset of X with
each U, is nonempty. Thus we get U N U,, # ¢, for all n € N.

So there exists an open ball V; = By(z1,71) in X with 71 < 1 such that
V,C UNU;. Now since Us is dense so Vi N Uy # ¢. So there exist Vs
= By(wy,75) in X with ry < 1/2 such that Vo, C Vi N Us.

Continuing this way inductively we get open set V,, = By(w,,0),
for n € N, such that r,, < 1/nand V,, C V4 N Uy, forn € N.
Thus we hz}ve nested sequence of closed sets Vi O V, -+ in X with

diameter (V,) <1 /n. Since X is complete so by Cantor’s intersection
theorem N2, V,, # ¢. Fix any p € N2, V,,. Then p € U ( since p € V4

3
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CcU). Nowpe V, CU, foralln €N, sop¢ A, for each n € N. This
implies that p ¢ U2, A,. But p € U C U2 A,. This is not possible.
So our assumption was wrong. Thus U2 ; A, has empty interior in X.
Hence proved. O

Theorem 1.4.2. Let U be any non-empty open subset of a compact
Hausdroff space X and x € U. Then there exist an open neighbourhood
Voofre X such thatx € VC U.

Theorem 1.4.3. Any compact Hausdroff space is a Baire space.

Proof. Let X be a compact Hausdroff space. Suppose {A,, | n € N} is

countable collection of closed subsets of the space X such that each A,

has empty interior in X.

Then in order to show that X is Baire space we will prove that U2 | A,

has empty interior in X.

Assume the contrary, i.e. (U, A,)° # ¢.

Let V' be any proper non-empty open set in X such that V' C U2, A,,.

Put U, = X \ 4,, for n € N. As each A, is closed, hence each U, is

an open subset of X. Also since each A, = ¢, thus each U, is dense,

hence intersection of any nonempty open subset of X with each U, is

nonempty. Thus VN U; # ¢. So by Theorem 1.4.2; there exists open

set V4 such that V; ¢ V N U,.

Since Us is dense, thus Vi N Uy # ¢, so by Theorem 1.4.2, there exists

open set V5 in X such that Vo, € V4 N Us.

Continuing this way inductively, we get open set V,, of X, for n € N

such that V,, c V,,_1NU, and V; DVy D --- DV,,D ---

Thus {\_fn}neN has finite intersection property. Since X is compact,

hence we get N, V,, # ¢.

Let p€ N2, V,. Then p € V (sincepe V; C V).

Also p €V,, C U,, for all n € N. Now since p € U,, for all n € N.

Thus p ¢ A, , for all n € N. This implies p ¢ U |A,,. Butpe V C
o 1 A,. This is not possible. Hence our assumption was wrong. Thus

(U2, A,)° = ¢. Hence proved. O

1.5 Theorems on Baire spaces

Theorem 1.5.1. Any open subset of a Baire Space is a Baire space.

Proof. Let U be any non-empty proper open subset of a Baire space
X. Suppose {A, | n € N} is countable collection of closed subsets
of U such that each A, has empty interior. Then we will prove that
( ?LozlAn>o = ¢.

Let A,, denote the closure of A, in the space X. Since A, is closed in

4



CHAPTER 1. BAIRE SPACES

U,so A, =UNA, for all n € N.

Claim :(A,)° = ¢, for n € N.

If we prove this claim then since X is Baire space so we will get
(U2, A,,)° = ¢. Hence (U2, A, )° = ¢. Hence the result.

Let us proof the claim. Suppose for some m € N, (A, )° # ¢. Let W
be any non-empty open subset of X contained in A,,, i.e. W C A,,,
soWNnUcCA,NU = A, Since W C A,,,so W N A, #¢. Hence
W N U # ¢ (since A,, C U ). Thus we get W N U a non-empty, open
subset of X contained in A,,. Hence A # ¢, which is a contradiction,
as A,, was choosen to be closed subset with empty interior. Hence our

assumption that for some m € N, (A,, )° # ¢ was wrong. Thus (A,)°
= ¢, for all n € N. This completes the proof. O

Theorem 1.5.2. A topological space X is a Baire space if and only if
any countable intersection of open, dense subsets of X is a dense subset
of X.

Proof. Given X is a Baire space.

Let {U, }nen be any collection of open dense subsets of X.

To show that N, ey U, is dense.

Let A, = X\ U,, for each n € N.

Since each U, is open, therefore each A, is closed.

Also since each U, is dense implies that A = ¢ for each n € N.

So {A, }nen is a countable collection of closed sets with each having
empty interior in X.

Since X is Baire space so we get (UpenAn)® = ¢.

Thus N,enlU, is dense in X.

Conversely: Given that {U, }.en is a countable collection of open dense
subsets of X such that N,enU, is dense in X.

To show that X is Baire space .

Choose A,, = X\ U,.

Then each A, is closed (since each U, is open) and A? = ¢ (since each
U, is dense). Hence we get {A, },en countable collection of closed sets
with empty interior. Also since N,enU, is dense implies (U2 An)° =
¢. So by definition of Baire space, X is a Baire space. O]

1.6 G— delta set (G5 set)

Definition 1.4. G; set: Let X be a topological space. A subset S of X
is called a G5 subset of X if it can be written as a countable intersection
of open subsets of X.

Theorem 1.6.1. IfY s a dense G5 set in X and if X is a Baire space,
then'Y is a Baire space in the subspaace topology.

5
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Proof. Given Y is a G set of X. So Y = N,enG,,, where each set G,
is open in X. Now let {V}, }:nen be a countable collection of open dense
subsets of Y. Inorder to show Y is Baire space we will prove N,,enVin
is dense in Y.

Since each V,, is open in Y hence there exist open set W,, of X such
that V,, = Y NW,,.

Claim 1: Each W,, is dense in X.

Let U be any nonempty open subset of X. Then UNY # ¢ (since Y
is dense in X).

Now UNY isopenin Y, so V,, N (UNY) # ¢...(1).

Now V,, n (UNnY) =¥ nW,)nUnNY)=W, nU)nYy C
W,nU...(ii)

Hence W,, N U # ¢ (from (i)and (ii)). Since U was arbitrary open set
in X. Hence W,, is dense in X, for each m € N.

So we get {W,, }men a collection in which each W, is nonempty open
dense set in X. Therefore (NyenG,) N W, is dense in X, for each
m € N. Hence Nyeny ((NpenGrn) N W,y,) is dense in X. ... (iii)

Now NimenVin = Nmen (Y N Wa) =Nimen (MnenGa) N Win)- . . (iv).

SO NpenVim is dense in X (from (iii),(iv)).

Claim 2: N,,enV,y, is dense in Y.

Let U; be a nonempty open set of Y. Then there exist an open set U’
of X such that Uy =U'NY.

Now NpenVin N U’ # ¢ (since NyenVinis dense in X.)

Thus we get U1N (NyenVin) # 0.

Since U; was arbitrary open set in Y. Hence N,,enV;, is dense in Y.
Hence proved. O

Theorem 1.6.2. The space of irrational numbers is a Baire space.

Proof. We know that space of rational Q = U,eq{q}-

So the space of irrationals i.e. Q° = Ngeg (R \ {q}).

Since each {¢} is closed hence each R \ {q} is open.

Also since { ¢}° = ¢, so R \ {q} is dense. Therefore Q° is countable
intersection of open sets in R, hence a G set ... (i)

We know that Q° is dense in R... (ii)

Now R is complete metric space hence a Baire space (by Theorem
1.4.1). ... (ii).

Thus from (i),(ii),(iii) and by Theorem 1.6.1, we get that space of of
irrational numbers is a Baire space. O

Theorem 1.6.3. Set of rational numbers is not a Gy subset of R.

Proof. Suppose there exists a countable collection {U,, },en of open set
in R such that Q = N2, U,.

Put A, =R\ U,, for all n € N. This implies that A, is closed.

Since Q C U, for each n € N. Thus A, = ¢.

So R = (UpZy An) U (Uger {a})-

6



CHAPTER 1. BAIRE SPACES

i.e. R is expressed as union of closed subset each having empty interior.
We know that R is complete metric space so R is a Baire space (by
theorem 1.4.1), so by definition of Baire space, R°= ((Uy2; A,) U (Uger
{q}))° = ¢. But R° = R # ¢. Hence a contradiction.

So our assumption was wrong. Hence Q is not a G5 subset of R. O

Theorem 1.6.4. f: R — R be a function then the set of points at
which f is continuous is a Gy set in R.

Proof. Let f: R — R be a function.

Let Sy be the set of all points of continuity of f.

To show that Sy is G set in R.

Let B, = {V C R, where V is open in R and diam(f(V)) < 1/n}.
Also let V,, = Uyep, V.

Claim 1: V,, is open for each n € N.

Let x € V,,, this implies x € V for some V € B,,. Since V is open in
R so for some r > 0, By(z,r) C V C V,. Thus for z € V,, we get
By(z,r) C V,,. Hence V,, is open for each n € N.

Claim 2: Sf = ﬂneNVn

First we show that Sy C Nyen'Vi,

Let x € Sy, i.e. f is continuous at x. Then for each n € N, we have
dn > 0, such that |f(z) — f(y)| < 1/2n, whenever | x — y| < d,.

Thus diam(f(Bg(z,d,))) < 1/2n < 1/n.

Therefore z € By(x,d,) C By, for each n € N.

Hence x € V,,, for each n € N.

Therefore x € N,en V.

Since x was arbitrary element of Sy, therefore Sy C NpenVi,.
Conversely, let © € NyenVi,.

Choose € > 0 such that for m € N, 1/m < e. Now since z € V,, so
there is an open set V € B,, such that x € V.

Since V' is open, hence for some 6 > 0, By(z,9) C V.

Now for any y € By(z,0) ,we get y € V and since diam (f(V)) <
1/m < e, therefore | f(z) — f(y)| < 1/m < e. Hence f is continuous at
x. Therefore x € Sy. Since x € NyenV,, was arbitrary element, hence
mneNVn Q Sf. Therefore Sf = ﬂnENVn' ]

Theorem 1.6.5. If A is countable dense subset of R, then there is no
continuous function f : R — R which is continuous precisely at the
points of A.

Proof. First we will claim that any countable dense subset of R is not
a G set.

If possible, let A is a G set with A = N,enU,,, where each U, is open
subset in R.

Since A is dense in R. So we have R = A.
Since A C U, for each n € N. Therefore A C U,, C R.
Hence R = A C U,, C R. Therefore R = U,,.

7
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Hence for each n € N, U, is dense in R.
Thus for each n € N, (R \ U,)° = ¢. Also R\ U, is closed subset for
each n € N ( Since U, is open).
So R = (UdeA {d}) U (UneN(R\ Un) )
i.e. R is countable union of closed set, each having empty interior.
Since R is complete metric space hence Baire space (by Theorem 1.4.1).
So (R)* = ((Uaea {d}) U (U(R\ Uy) ))° = ¢
But R° = R # ¢.
Hence a contradiction. So our assumption was wrong .
Thus A cannot be a Gy set ... (i)
Suppose there exists a function which is precisely continuous at the
points of A.
Then A is Gs set (by Theorem 1.6.4). .. (i)
From (i) and (ii), we get a contradiction. So our assumption was wrong.
Hence no such function exists which is continuous at precisely at the
points of A.

O

Example 3. Is it possible to find a function f : R — (Y, d) which is
continuous precisely at rational numbers.

Solution: Let us suppose that there exists a function which is contin-
uous at rational numbers. Then Sy ={ z € R | f is continuous on x}
= Q. We have proved that Sy is G set (by Theorem 1.6.4). Hence we
will get Q as G set, which is a contradiction as we have proved that Q
is not a G set (by Theorem 1.6.3). Hence no such function is possible
which is continuous precisely at rational numbers.

1.7 Applications

Theorem 1.7.1. Let X = (X, d) be a complete metric space.

Let { fo }aen be a family of continuous function from X to R such that
for each x € X 3 a constant M, € R such that |fo(x)] < M, ¥V a € A.
Then 3 a constant M € R and a non-empty open set By(xo,r) in X
such that |fo(z)] < M, Y a € A, ¥ & € By(zo, 7).

Proof. Let A, = { z € X | |fa(z)] < n, for all & € A}, for each n € N,
Then A, = Naea [0, nl.

Since [0, n] is closed and each f, is continuous, hence f, 1[0, n] is closed.
Since arbitrary intersection of closed set is closed. Thus A, is closed in
X.

As X is complete, so X is a Baire space (by Theorem 1.4.1). Also since
UxX A, = X, so there exist m € N such that A, # ¢.

So there exists By(zg,7) C A,p.
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Let © € By(zo,7) C A,,. Therefore |fo(x)] < m.
Let us take m = M. Hence we get |f,(z)| < M, for all x € By(xo,r),
for all & € A. Hence proved. n

Theorem 1.7.2. f, : X — R for ( n € N) be continuous function
defined on a Baire space X converging pointwise to a limit function

f X — R then the points of continuity of f contains a dense subset
of X.

Proof. Let us fix € > 0 and n € N and take 4, = {z € X| | fi(z) —
fl(l') |§ ¢ for all k,l >n } = ﬂff’zl (mk,lzn’fk — fl|_1[0,€] )

As [0, €] is closed and f;’s are continuous functions so |fy — fi| 1[0, €] is
closed for all (k,l) € N x N.

Since arbitrary intersection of closed subsets in X is again closed, hence
A, (€) is closed in X.

Claim: U2, A, (e) = X.

Since A, C X, for all n € N. Thus U;2, 4,, C X.

Enough to show X C U2 | A,.

Let o € X be arbitrary, since f,(zo) — f(zo) as n — oo, so for
given € > 0, there exists ng = ng(z, €) € Nsuch that | fi(z0) — fi(zo)| < €
for all k,1 > ng. Therefore zy € A,,(€). Thus zg € U, A, (€).
Therefore X C U | A, (€) (as o was an arbitrary element of X ).
Hence U, A, (e) = X ... (1)

Now from (i) and since X is Baire space, so not every A, (€) can have
empty interior. So there exists m € N such that A7, # ¢.

Let U(e) = U, A (e) ... (i)

Then U(e) is nonempty open subset of X.

Claim: U(e) is dense in X.

Let V' be any nonempty open subset of X.

So we will prove that U(e) NV # ¢.

Since V is open in X. Hence V' is Baire (by Theorem 1.5.1)... (iii)
Since X = U2, A,(e). Thus V. = U2, (VN A,(e)).

So V is countable union of closed subsets. ( ... (iv)

From (iii),(iv) we get that there exists m € N such that (VNA,,(€))°# ¢.
But (VNA,(e) =V NAL(e) =VNA () (as Ve =V).

So VN AZ (e) # ¢.

Also VN A2 (e)C VNU(e)

So VN U(e) # ¢. Hence the claim.

So for € > 0, U(e) is nonempty open dense subset of X.

Thus {U(1/n)},en is a countable collection of open dense subset of the
Baire space X. Hence Nyeny U(1/n) is dense in X.

Inorder to prove the Theorem it is enough to show that f is continuous
at every x € N2, U(1/n).

Let C =U(1)NU(1/2)...U(1/n)...

Also let zy be arbitrary element in C.

Then we will show that f is continuous at z.

9
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i.e. To show that for given € > 0, we will find a neighbourhood B of xg
such that d(f(z), f(xo)) <, for all z € B.

First lets choose k € N such that 1/k < ¢/3.

Since xy € C. So xy € U(1/k). So there exists some N € N such that
xo € (An(1/K))° (from ii).

Given that fy is continuous, so continuity of fy enables us to choose
a neighbourhood B of xy contained in Ay (1/k) such that

d(fn(x), fn(zg)) < €/3, forallx € B ...(v)

Now B C An(1/k), so we get d(f.(z), fn(x)) < 1/k < €/3, for all
x € B. Letting n — oo, we obtain that d(f(x), fx(x)) < 1/k < €/3,
forallz € B ... (vi)

In particular, since xy € B, so we have d(f(zo), fn(x0)) < €/3 ... (vii)
Applying triangle inequality and using (v),(vi) and (vii) we obtain
d(f(z), f(zo)) < € for all x € B.

Hence f is continuous at xg € C'

Since xy was arbitrary chosen, therefore f is continuous at all points of
C'. Hence proved. O]

1.8 LET US SUM UP

e Given a countable collection of closed sets with each having empty
interior in a topological space X, if Union of those sets also has
empty interior, then such a topological space is called Baire space.

e The space of integers Z, irrational numbers R \Q are Baire spaces.
e The space of rational numbers is not a Baire space.

e Any complete metric space is a Baire space.

e Any compact Haudroff space is a Baire space.

e Any open subset of a Baire space is Baire space.

e The set of rationals Q is not a Gy set.

o If f: (X,d) to R is any function, then set of points of continuity
of fis a Gjs set.

e There is no function f : R to R which is precisely continuous on
rationals.

e If Y is a dense Gs set in X and if X is a Baire space, then Y is
a Baire space in the subspaace topology.

10
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e If X is a nonempty Baire space and (f,,) be a sequence of con-
tinuous maps converging point-wise to a limit function f. Then
points of contiunity of f is dense in X.

1.9 Chapter End Exercise

1. Let A; D Ay D ...be a nested sequence of nonempty closed sets
in the complete metric space X. If diamA,, — 0, then [ A, # ¢.

2. See Theorem 1.4.2.
3. Show that every locally compact Hausdroff space is a Baire space.

4. Let X equal the countable union U,enU,. Show that if X is
a nonempty Baire space then at least one of the sets U, has a
nonempty interior.

5. Show that if every point x of X has a neighbourhood that is a
Baire space, then X is a Baire space.

11
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Chapter 2

Hilbert spaces

Unit Structure:

2.1 Introduction

2.2 Objectives

2.3 Definition of Hilbert Space
2.4 Examples of Hilbert spaces
2.5 Parallelogram equality

2.6 Few more inequalities

2.7 Theorems on Hilbert spaces
2.8 Orthogonal complements
2.9 Orthonormal sets

2.10 Complete orthonormal set
2.11 Separable Hilbert space
2.12 Let Us Sum Up

2.13 Chapter End Exercises

2.1 Introduction

This chapter introduces Hilbert spaces which are special type of
Banach spaces. Hilbert spaces have additional structure which enable
us to know when two vectors are orthogonal. The whole theory was
initiated by the work of D.Hilbert(1912) on integral equation. The cur-
rently used geometrical notations and terminology is analogous to that
of the Euclidean geometry. These are most useful spaces in practical
applications of functional analysis.

2.2 Objectives

13
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After going through this chapter you will be able to:

e Define Hilbert spaces.

e Identify which spaces are Hilbert spaces.

e Understand and apply Parallelogram equality.

e Understand and apply Schwarz inequality.

e Understand various properties of Hilbert spaces.

e Understand Complete othonormal sets.

e Understand Bessel’s inequality and Parseval’s Indentity.
e Define Separable Hilbert space.

2.3 Definition of Hilbert Space

Definition 2.1. Inner product Space:

An Inner product space is a vector space X with an inner product
defined on X.

Definition 2.2. Complete inner product Space:

An inner product space X is said to be complete if every Cauchy se-
quence in X has a limit that is also in X ,(i.e. every Cauchy sequence
in X is convergent in X.)

Definition 2.3. Hilbert space:

A Hilbert space is a complete inner product space (complete in the
metric defined by the inner product), where inner product on X is a
mapping of X x X into the scaler field K of X.

i.e. with every pair of vectors x,y there is a associated scalar which is
written as < x,y > and is called the inner product of x and y such that
for all the vectors x,y, z and for scalar o € K, we have

1) <z,2>2>0,<z,2>=0if and only if z = 0.

) <zyy>=<y,x >.

3) <ax,y>=a<zxy>.

) <z+yz>=<xz,2>+ <y, z>.

2.4 Examples of Hilbert spaces

1) The Euclidean space R™ is a Hilbert space with inner product
defined by
<zyy>=<(T1, ., Tn), (Y1, Yn) >
= 21Y1 + Tay2t+ ...+ TpYp.
Where x = (21,...,2,), ¥y = (Y1,.--,Yn) € R™.

14
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2) The space C" is Hilbert space with inner product defined by
<zyy>=<(T1, ., Tn), (Y1, Yn) >
= T + Talot ot Tpln = D iy Tilie
Where x = (21,...,2,), y = (Y1, .-, Yn), €ach z;,y; € C", for all
1< < n.

3) The space [? is a Hilbert space with inner product space defined
by <w,y> =737 vy
Where x = (21, ..., Tp, .. ) ¥y = (Y1, 1 Yny ... ) € I

4) The space L*(R™) space is a Hilbert space with inner product
space defined by
a) If functions are assumed to be real valued then
<zy>= [ x(t)y(t)dt
b) If functions are assumed to be complex valued then

<wzy>= [ x(t)y(t)dt.

5) The space L?[—m, 7| space is a Hilbert space with inner product
space defined by
a) If functions are assumed to be real valued then
<z,y>=["_ z(t)y(t)dt.
b) If function are assumed to be complex valued then

<zy>= [T z(t)y(t)dt.

™

2.5 Parallelogram equality

An inner product on X defines a norm on X given by

el = V< E7 S (2.1)

and a metric on X given by

d(z,y) = llzr —yl|=vV<2z—y,2—y > (2.2)

Hence inner product spaces are normed spaces.

The norm generalizes the elementary concept of the length of the vector.
From the elementary geometry we know that the sum of the squares
of the sides of a parallelogram equals the sum of the squares of its
diagonals. In any Hilbert space we have an analogue to it. There is an
important equality given by

[z +ylI* + [z = ylI* = 2(][=]]* + |yl (2.3)
This is called parallelogram equality.

15
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X

Parallelogram with sides z and y in the plane.
If a norm does not satisfy parallelogram law then that norm cannot be
obtained from inner product (from equation (2.1)) .
Hence not all normed spaces are inner product spaces.

Example 4. The normed space [? with p # 2 is not an inner product
space, hence not a hilbert space .

Solution: The norm on [P with p # 2 cannot be obtained from inner
product we prove this by showing that norm does not satisfy parallel-
ogram equality.

Let z = (1,1,0,0,...) € IP.

x| = (1P + 1P+ 0P+ .. )P = (1+14+0+0...)1/7 =2Vr (i)
y=(1,-1,0,0,...) € IP.

yll = (|12 + | = 1P+ 0[P 4.. )P = (1+14+04+0...)/P = 2V/P _ (ii)
x4y =1(200,...)

|z +yll = (2P +0+0,...)P = (29)Y/P = 2. (iii)

similarly ||z —y[| =2 ... (iv)

For p = 2, let us check the parallelogram equality.

|z +yl|*> + ||z — y||* = 2% + 22 = 8 (from (iii) and (iv) )... (V)

Now 2 (ol + 9] )= 2(242) = 8 (rom ()()... (1)

Thus from (v) and (vi) ||z + g2 + [} -yl = 2 (|[]> + [ly][* ).

i.e. parallelogram equality holds.

For p # 2, let us check whether parallelogram equality holds.

|z +yl|*> + ||z — y||* = 2% + 22 = 8 (from (iii) and (iv)). .. (vii)

Now 2 (||| +][y]? )= 2(2%/ + 22/7) + 8 (from (i)(ii) for p # 2). . (vii)
Thus from (vii) and (viii) [l + yl[2 + [z — yII? £ 2 [/ + [ly]]? ).
i.e. for p # 2 parallelogram equality does not hold.

Hence for p # 2, [P is a normed linear space but is not a Hilbert space.

We know that to each inner product there corresponds a norm which
is given by equation (2.1).
One can rediscover inner product from the corresponding norm by some
straight forward calculations.
For a real Inner product space:

16
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<,y > = i(lle+ylP* - llz = yll?)

Calculation: Consider §(||z + y|[* - ||z — y[[*)

<ty rt+y>-<z—yar—y>)

(K z>+<zy>+<yr>+<yy>-<z,z>+<z,y>
<y, x>-<yy>)

4

1<z y>=<uzy>

I+ 1

For Complex valued Inner product space:
Re<z,y > = {(la +ylf* - [lo —yI]*).
Im< 2,y > = ;(lz +ayl* - |lv — iyl]*).

The above is called polarization identity.

2.6 Few more inequalities

Theorem 2.6.1. If x,y are any two vectors in Hilbert space, then
| <x,y>] <|lz|| ||yl (Schwarz inequality).

It can be easily proved that the inner product in a Hilbert space is
continuous by using Schwarz inequality.

Theorem 2.6.2. (Continuity of inner product) If in an inner product
space sequence T,— x and y,— y as n — oo. Then < x,,y, > —
<x,y > asn — oo.

Proof. Consider | < z,,y, > — < z,y > |

= | < Ty Yn > — < Tpyy >+ < Tp,y>— <2,y > |

< | <Tpyyn > — < xpyy > |+ | <zpyy > — < x,y > |

= | <ZTu,Yn—y>|+|<zp—2,9>|

< lzallllyn — vl + [|2n — z|||ly|| (by Schwarz inequality). . . (i)

As n — oo, x, = z and y,— y (given)

Thus lim, oo | < Tny Y > — < 2,y > | < ||zn|] imysoollyn — yl| +
limy, o0 |70 — 2||[|y]| = 0.

Therefore < z,,,y, > — < x,y > as n — 0o0. Hence proved.

The norm also satisfies one more inequality
|z +yl| < |lz|| + [|vl| (Triangle inequality).

17
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2.7 Theorems on Hilbert spaces

Theorem 2.7.1. Let Y be a finite dimensional subspace of a Hilbert
space H then Y is complete.

Proof. Given that Y is a finite dimensional subspace of a Hilbert space
H. Let dim Y = n and {ey,...,e,} is a basis for Y.

Let (Ym)men be a Cauchy sequence in Y.

Now y,, = o'e; + af'es + ... +aj'e, , for each m € N, where o" are
scalers. Since (Ym)men is Cauchy sequence, so by definition, for given
€ > 0, there exist N € N such that ||y, — y.|| < ¢, for all m,r > N.
So we have € > ||lym —y.|| = ||(a]* —al)er + (o —ab)es+ ... +(a —
ar)eull. Hence e > || 0, (a7 — ap)el] . (1)

Define ||y||1 = > i, |ay|, for all y € Y, where y = Y"1 | aie;.

We know that any two norms on finite dimensional space are equivalent.
Thus there exist ¢ > 0 such that ||y|| > ¢||y||1 ... (2)

So from (L)and (2) we get, € > || Y1, (a7 — af)eil| > ¢ || S0 (o —
ajeillt = ¢ 300 |af" — of].

For fix i, |af* — of| < ¢/c, for all m,r > N and for each o; € H.
Thus for each 7, the sequence of scalers (o) is a Cauchy sequence in
H. Since H is Hilbert space so H is complete.

Thus o = a; as m — oo, for 1< ¢ < n.

Consider y = aje; + ases + ...+ ape, € Y.

Claim: y,, = y as m — o0.

Consider ||y — 91| = || S0y (o — ag)es]|

Take K = max |[|e;||. So we get ||ym — y||< K D0 o™ — ayl.

As m — oo, & — «a; hence y,,, — y. Thus (Ym)men iS convergent in
Y, therefore Y is complete. Hence Proved. O

Theorem 2.7.2. Let'Y be a subspace of a Hilbert space H, thenY 1is
complete if and only if Y is closed in H.

Theorem 2.7.3. A closed convex subset D of a Hilbert Space H con-
tains a unique vector of smallest norm.

Proof. Given that D is convex, so whenever u,v € D, (u+v)/2 € D.
Let d = inf {||u|]| : w€ D }.

So there exist a sequence {u,} of vectors in D such that ||u,|| — d as
n — oo. i.e. there exist ng € N such that

limy, 00 ||un|| = d, for all n > mng ... (1)

By convexity of D, (up, + u,) /2 € D and ||(up + u,)/2|| > d.

So || (wm + uy)|| > 2d.

Using the parallelogram law we get, ||t — un||* = 2[|um||* + 2[|un|]? -
et + 1] < 2t + 2t AP
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Now from (1) we get, 2||um|[* + 2||un||* - 4d* — 2d* + 2d* - 4d*> = 0,
for all n,m > ny.

Hence we get ||um — uy|| — 0, all n,m > ng. Therefore (u,)nen is a
Cauchy sequence in D. Since H is complete and D is closed hence D
is complete by Theorem 2.7.2.

So there exist v € D such that lim,,_,., u, = u.

Now [|u|| = || lim,eotin|| = lim,oo||un|| = d. Hence w is the vector
in D with smallest norm.

Claim: u is unique.

Suppose that «' is another vector in D other than u which also has
norm d. Then (u+ u')/2 is also in D.

Again by using parallelogram law, we get ||(u + u')/2||* = ||u||?/2 +
[1W/112/2 - (1w = u) /2] < |ull?/2 + |[u'[]?/2 = d?.

Hence we get ||(u+u)/2|| < d, which is a contradiction to the definition
of d. Thus our assumption was wrong. Therefore u is unique. Hence
proved. ]

2.8 Orthogonal complements

Definition 2.4. An element x of an inner product space X is said to
be orthogonal to an element y € X if < z,y > = 0.

We write z is orthogonal to y as follows z L y.

Note: If x 1 y then y L z.

Pythagorean Theorem If x | y in an inner product space X.
Then
Iz +yl? = ll=* + [lyl]>-

Consider |z +y|P =<z +y,z+y >
=<r, x>+ <z, y>+<y,r>+<y,y>
=<z,0>4+04+0+ <y,y> (sincexz L yso<az,y>=0, also
<y,xr>=0)
= ||z||* + ||y||*. Hence proved.

x

*

X

. Illustration of the Pythagorean theorem in the plane
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Definition 2.5. A vector z is said to be orthogonal to a non-empty
set A (written = L A) if x L y for every y € A.

Definition 2.6. The Orthogonal complement of A is denoted by A+
is the set of all vectors orthogonal to A.

Theorem 2.8.1. If H is a Hilbert space then
1) {0}+ = H, H+ = {0}.
2) An At C {0}

Theorem 2.8.2. If A; C Ay then Ay C Af.

Proof. Let y € Ay. This implies that < x,y > = 0 for all z € As,.
Thus < x,y > = 0 for all z € A;( since A; C Ay ).
So y € Af. Hence Ay C Af. O

Theorem 2.8.3. Al is closed linear subspace.

Theorem 2.8.4. Let A be a closed linear subspace of a Hilbert space
H. Let x be a vector not in A and let d be the distance from x to A.
Then there ezists a unique vector yo in A such that ||z — yo|| = d.

Proof. Let C' =z + A. Then C is closed (since A is closed).

We first show that C' is a convex set.

Let u,v € C. Then u = x + v’ and v = x + v/, where v/, v’ € A.

To show that (1 —t)u + tv € C', where 0 < t < 1.

Consider (1—t)u + tv = (1—t)(z+u') + t(xz+0") = (1—t)r + (1 —t)
+tr+t =+ (1-1t)u + t'.

Since v/, v" € A, so (1 —t)u’ and tv" € A (since A is a subspace).
Hence (1 —t)u' + tv' € A.

Sox+ (1—th'+t ex+A=C.

Therefore (1 —t)u + tv € C. Hence C' is convex.

Thus C'is closed and convex set.

Let d be the distance from the origin to C.

So by Theorem 2.7.3, there exists a unique vector zy in C' such that
||z0|] = d. Since zy € C' so zy = = + (—¥yo), where yy € A.

The vector yo = = - zp is in A and ||z — yo|| = ||20]| = d.

Claim: yq is unique.

Suppose y; is a vector in A such that y; # yo and ||z — y1|| = d then

21 = x — y; is a vector in C such that z; # 29 and ||z1]| = d which
is contradiction to the uniqueness of zy. Hence our assumption was
wrong. Thus we get a unique vector yo in A such that ||z — yo|| = d.
Hence proved. O

Theorem 2.8.5. If A is a proper closed linear subspace of a Hilbert
space H, then there exist a mon-zero vector zy € H such that zo L A.
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Proof. Let x be a vector not in A. Let d be the distance of x from A.
Then by Theorem 2.8.4 there exists a unique vector y, in A such that
||z — ol = d.

We define z as follows zg =  — yo. So ||20]| = ||z — wo|| = d.

Since d > 0, 2 is a non-zero vector.

Claim: zy L A. It is enough to show that zy L y, where y is arbitrary
element of A.

For any scaler a, consider ||zg — ay|| = ||(z — yo) — ayl|

— e — (o + an)ll > d = |1zl

Therefore ||zo — ayl|| > ||20]|-

Thus 120 — agl? - 0] > 0.

So [|20l]? - @ < 20,y > - @ < 20,y > + |a)?||y]]* - ||20]]* > 0.

Thus - @ < 20,y > - a < 20,4 > + |af?||y]|* >0....(1)

Put o = 8 < zg,y > for any arbitrary real number f...(2)

From (1) and (2) we get - < 20,y > < 20,y > -0 < 20,y > < 20,y >
+ 8% < z0,y > Pllyl]> > 0.

Thus —28 | < 20, > [ + 5] < 20,9 > [2lly]l® > 0.

We will now put a = | < 2g,y > | and b = ||y||? to obtain

—2fBa + B%ab > 0.

Thus Sa (Bb—2) > 0, for real 5 ...(3).

However if a > 0 then (3) is false for sufficiently small positive (.
Thus a = 0, s0 | < 29,y > |> = 0, hence < 2,y > = 0.

Therefore zy L y. Since y is arbitrary element of A.

Therefore zo L A. O

Theorem 2.8.6. If A and B are closed linear subspace of a Hilbert
space H such that A is perpendicular to B i.e. A L B. Then the linear
subspace A+ B is also closed.

Proof. Let z be the limit point of A + B.

It suffices to show that z is in A + B.

Let {2, }nen be a Cauchy sequence in A+ B such that z, — z asn — oc.
It is given that A L B, so <x,y > =0forallz € Aand y € B.

Also AN B = {0} and so we get A and B are disjoint.

Now each z, can be written uniquely in the form z, = z,, + y,, where
r, € Aand y, € B.

Now ||z — 2all> = [[(@m + Ym) — (20 + Yn)
= ||(@m — zn) + Ym — ¥a)|*-

Thus by pythagorean theorem we get ||z, — zu||* = ||2m — zal[* +
||ym - yn| |2'

As {z,}nen is a Cauchy sequence so by definition, there exists ny € N
such that ||z, — z,|| — 0, for all n,m > ny. Therefore ||z, — x,|| —
0, for all n,m > ng, and ||y, — yn|| — 0, for all n,m > ny.

Hence {z,}, € N, {yn}» € N are Cauchy sequence in A and B respec-
tively. Now A and B are closed and therefore complete by Theorem
2.7.2. So there exists vectors z and y in A and B such that z, — x

I
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and y, — y as n — 00 .

Now x +y isin A+ B.

Also z = lim o0 (Tp + yp) = limy, oo (T,) + limy, oo (yn) = 2 + .
Thus z € A+ B. Hence A + B is closed. O

Definition 2.7. Direct sum:
A vector space X is said to be the direct sum of two subspaces A and
B of X, if each x € X can be represented uniquely as x = a + b, where
a€ Aand be B, and AN B = {0}.
It is written as

X=A&B
where B is called complement of A in X and vice-versa.

Theorem 2.8.7. If A is closed linear subspace of a Hilbert space H,
then H = A® A+,

Proof. Given that A is closed. Also A* is closed (by Theorem 2.8.3.)
Thus A + At is closed linear subspace of H (by Theorem 2.8.6.)
Claim: A + At = H.

Suppose A + A+ # H. Then A + A+ C H. So there exists a nonzero
vector zp such that zy L (A + A*) (by Theorem 2.8.5).

Thus 29 € (A + A1)+ = AtNALL which is a contradiction as AtNALL
= {0}. Hence H = A + A+ ... (1)

Also since A N A+= {0} ... (2)

So, from (1),(2) and by definition of direct sum H = A & A*. O

2.9 Orthonormal sets

Definition 2.8. An Orthonormal set in an Hilbert space X is a subset
of X in which each element has unit norm and elements are orthogonal
to each other.

Theorem 2.9.1. Let {ejy,eq,...,e,} be a finite orthonormal set in a

Hilbert space H. If x is any vector in H then, Y |< z,e; >* < ||z]|*.
i=1

n
Further x — > < x,e; > e; Le;, for each j .
i=1

n
Proof. 0 < ||z — > < z,6; > &
i=1

n n
=<z—) <z6;>€ ,r— Yy <T,e>e€>
= i=1

n n n n
=<, >-) <Te > T, >, <T,6 > T,6 >+ Y,
=1 i=1 i=1 j=1
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<z, > <7, eJ><el,e]>.

=<xz,T>- Z<xez><me,> Z<xe,><xel>
=1 =1
(smce<ez,e]>—01f27é]and<el,e]>—11f@—])
ThusO§||x||2—Z|<x,ei>|2
" =1
Hence Y | <z, e; > |* < ||z]|*.
i=1
n
Claim: x — ) < x,e; > ¢; Lej, for each j.
i=1
n
Consider <z — > < z,e; > e;,e; > =
" =1
<mie;>- )y <ze><ee;>
i=1
=< x> — <x,e > (since <ej,e; >=0ifi# jand <e;,e; > =
Lifi = j)
n

= 0. Hence we get v — > < z,e; > ¢; Le; for each j. O
i=1

Theorem 2.9.2. If {e;} is an orthonormal set in a Hilbert space H
and if x is any vector in H then the set S={e;, < x,e; > # 0} is either
empty or countable.

Proof. If x =0

then < x,e; > =0 for each e;.

Therefore S is empty.

If £ #0. Forn € N, we define S, = {e; € S: | <z,e; > |* > [|z][*/n}.
Claim 1: |S,| <n—1.

Suppose there exists e;1, €9, ..., €m € S,.

Now we know, 7 | <x,e; > [* <||z||* (by Theorem 2.9.1) ... (1)
Also for each e;; € S, we have | < z,e; > |? > ||z|[*/n.
Thus we get n(||z||*/n) < D0, | <z, e > |* < |lz|*
Hence ||z||*> < ||z||?, a contradiction. Hence |S,| <n — 1.
Claim 2: S = U,enSy.

Since S,, C S for all n € N. So U,enS,, C S.

Now to show S C U,enSy

Let e € S. We will show that e € .S,, for some n.

Enough to prove that there exists n € N such that

| <z, e>|? > ||z||*/n.

Assume that such n does not exist then we get,

| <z,e>|? <|lz|[*/n. Asn — oo, ||z||*/n = 0.

Thus | < z,e > |* = 0. Hence < z,e > = 0.

Therefore e ¢ S, a contradiction.

Hence there exists n € N such that | < z,e > |*> > ||z|*/n.
Therefore e € S,,.

Since e was arbitrary element of S. Thus S C 5,,.
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Hence S C U,enS,.
Therefore S = U,enSh.
Now since each S,, is countable so S is countable. Hence proved. O]

Theorem 2.9.3. (Bessel’s inequality) If {e;} is an orthonormal set in
a Hilbert space H, then Y |< z,e; >|> < ||z||? for every vector x € H.

Proof. Consider S = { e; : < z,¢; > # 0}.

Then S is either empty or countable( by Theorem 2.9.2).

If S is empty. Then < x,e; > =0, for all e;.

Therefore Y | < z,e; > |? = 0.

Since 0 < ||z||>. Hence > | < z,e; > |* < [|z|]?.

Now assume S is non-empty then S can be finite or countably infinite.
If S is finite, i.e. S = {ey,eq,...,e,}.

Then Y| <z,e; > P =", | <z, >|* <|z]]* (by Theorem 2.9.1)
If S is countably infinite .

Let us arrange the elements of S as follows S = {ej,eq,...,€p,...}.
Now > | <z e > |? = limy o0y | < 2,6 > |? and

Sl < e >1? <|lz[|* (by Theorem 2.9.1).

So by Theory of absolute convergence > ;= | < x,e; > |* is convergent.
We therefore define Y | <z,e; > 2= >0 | <z, e; > |*.

Now Y| <z,e; > PP =17 | <we > =lim, oy iy <z,6>|?
< limy,ool|2]|? = ||2]>. Thus Y| < z,6; > |* < ||z]]*

Hence proved. O

Theorem 2.9.4. If {e;} is an orthonormal set in a Hilbert space H
and if x is an arbitrary vector in H then, x — ) < x,e; > e; Le; for
each j.

Proof. Let S = {e; :< z,e; > # 0}.

Then S is either empty or countable (by Theorem 2.9.2)

When S is empty, we get < x,e; > = 0, for each e;.

Consider <z — ) < x,e; > e;,€e; >

=<z >-) <z, ><e,e;>=0.

Thus z — ) < z,e; > e; Le; for each j.

When S is finite say S = {e1,ea,...,€,}.

We define >~ < z,e; > ¢; to be Y | < x,¢; > ¢;. Then the result
holds by Theorem 2.9.1.

When S is countably infinite .

Let us arrange the vectors in S in definite order say S = {ey, ea,...,€p, ...
Put S, =>", <z,e >e.

For m > n, |[Sy — Sull? = [| X1 <6 > ef|” =

D | < T€0 > 2.

From Bessel’s inequality > >° | < x,e, > |? converges.

So {Sy, }nen is cauchy sequence in H.

Since H is complete, So S, — S’ as n — oo.

Let 8" =7, <z, e, > e,
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We define Y < x,e; > e; tobe Y ooy <z, > e
Consider <z — Y < m,e; > e,e; >=<x—y 0 <IT,€ > €6 >=
<zx—=95e>=<uz,e;>-<85 e >=<ux,e >-<limy,5c5, € >
= < 2,65 > liMy_00< Spyej > = < 2,85 > - < 7,¢; > = 0.

Thus <z — ) <z,e; >e;,e; >=0.

Hence we get « - > < x,e; > e; L e; for each j.

2.10 Complete orthonormal set

Definition 2.9. Complete orthonormal set:

An orthonormal set {e;} in a Hilbert space H is said to be complete
if it is maximal in its partially ordered set. i.e. if it is impossible to
adjoint a vector e to {e;} in such a way that {e,e;} is an orthonormal
set which properly contains e;.

Definition 2.10. Maximal orthonormal set:

An orthonormal set A in a Hilbert space H is maximal if the only point
in H which is orthogonal to every x € A is 0, i.e. A cannot be extended
to a larger orthonormal set.

Note: Maximal orthonormal set and Complete orthonormal set are
equivalent. This is proved in Theorem 2.10.2

Theorem 2.10.1. Every non-zero Hilbert space H contains a complete
orthonormal set.

Proof. 1t is given that Hilbert space H is non- zero, so there exist a
non-zero vector xy € H. Let ey = 1 / ||z1]|

Now by using Gram Schmith process we can get orthonormal elements
Let A = collection of orthonormal set .

i.e. A= {E;— where i € A and E; is orthonormal set in H }

Then A is non-empty as {e;} € A. Now the elements of A can be
ordered in inclusion. Thus each chain in A has an upper bound given
by union of all elements in that chain.

Therefore by Zorn’s lemma, A has a maximal element say F.

To show that E is complete orthonormal set

Let us assume that there exists say {e, £} an orthonormnal set in H.
Then {e, £} belongs to A and E C {e, E'} but this is a contradiction as
FE is maximal element of A. Thus our assumption was wrong. Hence
FE has to be complete orthonormal set. Hence proved. O

Theorem 2.10.2. let H be a Hilbert space and {e;} be an orthonormal
set in H. Then the following conditions are equivalent:
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1) {ei} is complete.

)zl {e }=2=0.

3)If x is an arbitrary vector in H then x =Y < x,e; > e;.

4) If x is an arbitrary vector in H then ||z||> = Y]|< x,e; >|%

Proof. a) To prove 1) implies 2)

Let us assume that 2) is not true. Then there exists a vector  # 0
such that L {e;}. Define e =7 then, {e;, e} is an orthonormal set
which properly contains {e;}. This is a contradiction as it is given that
{e;} is complete. Hence our assumption was wrong.

Therefore 1 { e; } = = = 0.

b) To prove 2) implies 3)

We know that x — > < x,e; > ¢; is orthogonal to {e;} (by Theorem
2.9.4) So by assumption 2) we get © — > < x,¢; > ¢; = 0.

Thus © = > < x,e; > e;. Hence proved.

c¢) To prove 3) implies 4)

z|]P=<z,2>=< . <mxe >e, Y. <x,e > e > (by assumption
3)=>> <ze><1,65 > <ee>

=Y <z, ><z, e > (as {e;} is orthonormal )

= Z| <z, e > |2.

d) To prove 4) implies 1)

Suppose that {e;} is not complete.

i.e. it is a proper subset of an orthnormal set say {e;, e}

Since e is orthogonal to all €}s so we get < e,e; > = 0...(I).

Now using the assumption 4) we get ||e||? = > | < e,e; > |2 ... (II)
From (I) and (IT) we get ||e||* = 0. Thus e = 0, which is contradiction,
as e is a unit vector. Hence our assumption is wrong.

Thus {e;} is complete.

e) To prove 2) implies 1)

Let us suppose that {e;} is not complete so {e;} is contained in an
orthonormal set say {e,e;}. Now e is orthogonal to every element in
{e;}. So by assumption in 2) we get e = 0, which is a contradiction.
Hence our assumption was wrong. Therefore {e;} is complete. ]

The equation, ||z||> = Y|< z,e; >|? is called Parseval’s Identity.

2.11 Separable Hilbert space

Definition 2.11. Dense set: B
A subset A of a metric space X is said to be dense in X if A = X

Definition 2.12. Separable space:
A metric space X is said to be seprable if it has a countable subset
which is dense in X.
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Example 5. The space of real numbers is seprable

Solution: The set QQ of all rational numbers is countable and is dense
in R.

Theorem 2.11.1. If H is separable, every orthonormal set in H 1is
countable.

Proof. Given that H is seperable.

Let A be any dense set in H and N be any orthonormal set in H.

To show that IV is countable.

Let z,y be two distinct element in N so < z,y > =0...(1)

Now ||z —y|P=<z—yz—y>=<mzr>-<1,y>-<Yy7T>+
<y,y>=<z,x>+ <y,y> (from (1)).

= [[z|* + ||ly|[* = 2 . Hence |lz — y|[* = 2. Thus [[z - y|| = V2.

Let B, and B, be the neighbourhood of x,y with radius \/m
Since A is dense in H,so B,NA # ¢ and ByNA# ¢ ...(2)

Also B,N B, =¢ ...(3)

If N is uncountable we would have uncountably many such pairwise
disjoint neighbourhood hence A would become uncountable. Thus we
will not be able to get dense set which is countable in H, which is
contradiction to the seperability of H. Therefore our assumption that
N is uncountable is wrong. Thus N is countable. Hence proved. ]

Theorem 2.11.2. Let Y be a subspace of a separble Hilbert space H
then'Y 1is also seperable.

2.12 LET US SUM UP

e A space which is complete with respect to metric defined by inner
product is called Hilbert space.

e The equation ||z + y||* + ||z — y[|* = 2(||=||* + ||y||?) is called
parallelogram equality.

e [f a norm does not satisfy Parallelogram law then that norm can-
not be obtained from inner product. So all normed spaces are not
Hilbert spaces.

e For x,y be any two vectors in a Hilbert space
| <,y >]|<|lz|| ||y|]| is called Schwarz iequality.

e For x,y be any two vectors in a Hilbert space
||z + y|| < [|z]| + ||y|| is called triangle inequality.
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e If Y be a finite dimensional subspace of a Hilbert space H then
Y is complete.

e If Y be a subspace of a Hilbert space H, then Y is complete if
and only if Y is closed in H.

e There exists a unique vector of smallest norm in a closed convex
subset C of a Hilbert Space H.

e A is closed linear subspace.

e If M is a closed linear subspace of a Hilbert space H, x is a vector
not in M such that d be the distance from x to M. Then there
exists a unique vector yo in M such that ||z — yo|| = d.

e If M is a proper closed linear subspace of a Hilbert space H, then
there exists a non-zero vector zop € H such that zy L M.

e If A is closed linear subspace of a Hilbert space H, then H =
Ag At

e If {e;} is an orthonormal set in a Hilbert space H and if z is any
vector in H then the set S={e;, < x,e; ># 0} is either empty or
countable.

o If {e;} is an orthonormal set in a Hilbert space H then ) |<
z,e; >|* < ||z||* V every vector x € H.. This is called Bessel’s
inequality.

e An orthonormal set {e;} in H is said to be complete if it is max-
imal in its partially ordered set.

e Every non-zero Hilbert space H contains a complete orthonormal
set.

e H be a Hilbert space, {e;} be an orthonormal set in H and z is
an arbitrary vector in H then z =Y < x,e; > e;. This is called
Parseval’s Identity.

e A metric space X is said to be seprable if it has a countable subset
which is dense in X.

2.13 Chapter End Exercise

1. Any two norms on finite dimensional space are equivalent.

2. Prove Theorem 2.7.2
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3. Prove Theorem 2.8.1
4. Prove Theorem 2.8.3
5. State and Prove Schwarz inequality.

6. Prove Theorem 2.11.2
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Chapter 3

Normed Spaces

Unit Structure :

3.1 Introduction

3.2 Objective

3.3 Few definitions and examples

3.4 Convergent Sequence and Cauchy Sequence in a Normed Space
3.5 LET US SUM UP

3.6 Chapter End Exercise

3.1 Introduction

In this chapter, you will be introduced to the notion of a norm on
a vector space. The concept of norm of a vector is a generalization of
the notion of length. The definition of a normed space (a vector space
equipped with a norm on it) was given (independently) by S. Banach,
H. Hahn and N. Wiener in 1922. In one section of this chapter, you
will study the concept of normed spaces which is fundamental to the
development of the theory of Banach spaces. You will come to know
the relation between a normed space and a metric space. In another
section of this chapter, you will learn about convergent sequences and
Cauchy sequences in a normed space.

3.2 Objectives

The main objective of this chapter is to learn the normed spaces and
Cauchy sequences in it.

After going through this chapter you will be able to:
e Define a norm on a vector space.

31



FUNCTIONAL ANALYSIS

e Define a normed space.

e Learn how to check a vector space is a normed space under the given
norm.

e Learn Holder’s inequality and Minkowski’s inequality (for finite sums
and for integrals).

e Prove that every normed space is a metric space.

e Show that a metric space need not be a normed space.

e Define a convergent sequence and Cauchy sequence in a normed space.

e Prove that the quotient space is a normed space under the given norm.

e Prove that every convergent sequence in a normed space is a Cauchy
sequence.

3.3 Few definitions and examples

You have learnt the definition of a norm (and properties of a norm)
on an inner product space V in your B.Sc. So you can guess the defi-
nition of norm on a vector space and get convinced with the following
definition.

Definition 3.1. Let V' be a vector space over the field F(=R or C). A
norm || || on V is a real valued function (i.e. || || : V' — R), satisfying
the following 4 properties/axioms:

(N1) ||z|| =0 VeeV

(N2) ||z]| =0 if and only if 2 =0, VreV

(N'3) [l +yll < llll + llyll Vo, y eV

(N 4) |laz| = || ||z]] VeV and Va eF

Now, you will come to know when a vector space is called, a normed
space.

Definition 3.2. A normed space V is a vector space over the field
F(=R or C) with a norm || || defined on it. In such a case, we say, (V,
| ||) is a normed space over F. Here, if F = R then V is called a real
normed space and if F = C then V is called a complex normed space.

Now, you will notice that examples of normed spaces are in abun-
dance.

Example 6. Show that the vector space R = {z|z € R} over R is a
normed space under the norm ||z| = || = absolute value of x € R.

Solution: Using the properties of absolute value of a real number, we
have
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(1) Vo € R, ||z|| = |z| = 0 and hence property (N 1) of norm is
satisfied.

(2) Ve € R, ||z|]| = 0 <= |z| = 0 <= 2z = 0 and hence property
(N 2) of norm is satisfied.

(3) Vz, y € R, ||z +y[| = [z + y[ < [z + [y| = [|z[| + [ly| and hence
property (N 3) of norm is satisfied.

(4) Va € R and z € R, ||az| = |a z| = |a] |z| = |a| ||z|| and hence
property (N 4) of norm is satisfied.

Thus, R is a normed space under defined norm.
Can you recall the name of the following inequality?
n n 1/2 n 1/2
Staul < (Slak) (Tiur)
i=1 i=1 i=1
for any complex (or real) numbers xq, -+, Zn; Y1, ,Yn

It’s the Cauchy-Schwarz inequality in an inner product space which
you have learnt in your B.Sc. You will revisit this inequality in further
example(s).

Now, recall the vector space C" = {(xy, - ,x,) | ; € C} over C,
where the vector addition and scalar multiplication is defined as follows,
respectively:  for every scalar a € C and (xy, -+ ,2,), (y1,-- ,Yn) €
Cn

(1’1,'-- 7xn)+(y1a"' 7yn):('r1+y17"' axn_’_yn)
a (21,0, 2,) = (Qxy, -+, ary,)
AISO? (mlv"' 7'7;71):(:’-/17“' 7yn) — T =Y Vi= 17 y

Example 7. Show that the vector space C* = {(xy,--- ,z,) | z; € C}

n 1/2
over C is a normed space under the norm ||z| = (Z ]xz|2> :

i=1
Solution: Using the properties of modulus of a complex number, we
have

(1) Vo = (x4, -+ ,x,) € C" each |x;| > 0, and hence (i |xi|2>1/2 —
llz|| = 0. So property (N 1) of norm is satisfied. -
(2) Vo = (241, ,x,) € C",
o = 0= a2 = 0 = 3 fau? = 0 4= [z = 0(1 < i < n)
i=1

—r=001<i<n) <= z=(v1,- ,2,)=(0,---,0)=0
and hence property (N 2) of norm is satisfied.
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(3) Vo = (‘1'17"' 7$n)7 Yy = (yla"' 7yn) S (Cn’
consider

lz +yl* =D lei +uil?
=1

= Z T + il |z + il
i=1

< Z |z + vl (] + |vil) by triangle inequality
i=1

=Z|x¢+y¢| |z + leﬂryi! il
=1 =1

i=1 =1

<lle+yllllzl + flz+yll
by Cauchy — Schwarz inequality

a4yl (qu i Hyu)

If ||z + y|| # 0 then dividing both sides by ||z + y||, we get,
lz+yll < llzll+lyll. If |z +y|| = 0 then the inequality ||z +yl| <
l|z]| + ||ly|| is trivial, since both sides reduce to zero and hence in
any case, property (N 3) of norm is satisfied.

(4) Va e Cand = = (21, -+ ,x,) € C",

n n n
lazl2 =S oz = 3 faf? |af? = |of (Z W) — lof? [l2]?
=1 =1 =1

Taking positive square root on both sides, we get, ||a z|| = |« ||z||
and hence property (N 4) of norm is satisfied.

Thus, C™" is a normed space under defined norm.

Note: This norm is referred as Euclidean norm in C" and is de-
noted as ||z]|s. If n = 1 then |z|| = /2% + 2% where z = z; + i 5.
Clearly, the notion of norm is actually a generalisation of the concept
of (Euclidean) length.

Recall the inequality between arithmetic mean and geometric mean.
1
It states that V a, BERT, yaf < 5 (a+ B)

The generalisation of inequality between arithmetic mean and geo-
metric mean is given in the following lemma.
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Lemma 3.3.1. Let 0 < A < 1. Then o* 1™ < da+ (1 — \)3 holds
good for every pair of non-negative real numbers o and f3.

Proof. 1f either « = 0 or § = 0 then we are done. So, assume that
a > 0 and f > 0. For every non-negative real number ¢, define a
function ¢ as ¢(t) = (1 — \) + M\t — t*. For extreme value of ¢, we must
have, ¢'(t) = 0 which implies A (1 — #*~!) = 0 and hence t*"1 = 1 as
A # 0. Thus t = 1. So, at t = 1, we have extreme value of ¢. It is easy

to see that
<0 if t<l1
'(t
gb”{ >0 if t>1

This implies that ¢ attains minimum at ¢ = 1. Thus, ¢(t) = ¢(1) which
W

gives (1 — \) + Mt > t*. In this last inequality, put t = here oo and

Q
s

[ are non-negative real numbers. Then (1 — ( ) ( )

on multiplying by 3 throughout, we are done.

Definition 3.3. Let p and ¢ be non-negative extended real numbers.
For p > 1, ¢ is said to be conjugate of p if

1 1
—+-=1, for 1<p<oo
p q
qg=o00, for p=1
q=1, for p=o0

Let 1 < p < oo. To show that C" is a normed space under the
1/p
norm |jz|| = (Z |xi\p> , we need a special inequality called as

Minkowiski’s ineq_uality for finite sums. To prove this Minkowiski’s
inequality, we need another special inequality called as Holder’s in-
equality for finite sums. You will see these inqualities as following two
Lemma’s.
Lemma 3.3.2. Holder’s inequality for finite sums:

1
Let 1 <p, g < o0 and —+ — = 1. For any complex (or real) numbers

T, 5 Tny Y1, 5 Un

n n 1/p n 1/q
Staunl < (Xlar)  (Xiur)
=1 =1 i=1

Proof. If z; and y; are all zero then the result is obvious. So let atleast
one z; # 0 and atleast one y; # 0.
By Lemma 3.3.1, for @ > 0 and 8 > 0, we have o* 8™ < Aa+(1—-\)3.
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[ 2 | )p and g =
. S T )7
Yi 1
. Then we get, 1 — A = — and
((Z Iq)l/q>

1
In this inequality, take A = —, a = (
p

i1 | Vi q
| | 72 I S 73 R S 71
n n ~ n n
iy L PP (2 Ty ()Y = p 0, T IP) - a (i [ i 1)
Vi=1,--,n.

Adding all these inequalities, we get

> lwi| il I lwl 13wl
n n ~ n n
Coimy T VP (2 Twa [V = p Q0 T IP) - a (322 [ wi [9)

n n 1/p n 1/q
s M laul < (Slar) (Siwr) o
=1 =1 =1

Note: If we take p = 2 in Holder’s inequality then ¢ = 2 and we
get the Cauchy-Schwarz inequality. So, Cauchy-Schwarz inequality is a
special case of Holder’s inequality.

Lemma 3.3.3. Minkowski’s inequality for finite sums: Let 1 <
p < 0o. For any complex (or real) numbers xi, - Tn; Y1, ,Yn

1/p 1/p

n 1/p n n
(erw) < (va) n (pr)
=1 =1 =1

Proof. If p =1 then

n 1/p
(Zrmw) S lmtwl < 3w+ lw )
=1 =1

=1
n n n 1/p n
=Z|xz! +Z\yz|:(21$z‘p> + <Z\yz’p)
=1 =1 =1 =1
1

1
Therefore the inequality holds for p =1. Solet p >1and - =1 — —
q p

1/p

so that ¢ > 1. Thenp:(p—l)qandp—}—?zl
q
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Now by Hélder’s inequality in Lemma 3.3.2 (for finite sums), we have
n n 1/p n q11/q
Z|Iz| |2+ [P < (Z|xz|p) [Z<|xi+yi|p_l>}
i=1
1/q
( ) [ | & + y; |q(p—1) }
/a
(Zm |p) [me ﬂ

Zm . szﬁyz \p)l/pr/q

| @i |P

— (%)
Now Y lzi+uylP =Y lwityl oty [
<SS (a1 oty P!
i=1
:Z|$i| |$i+yi’p_1+2|yz” | @i+ [P
=1 =1

On using () to the two summation terms on RHS, we get,

n n 1/p n 1/p7p/q
Z|xi+yi|p<(z|xi|p) [(Zmﬁw) }
=1 =1 =1
n 1/p n 1/p7p/q
+<Z‘yi’p) KZWH‘%P) ]
=1 =1
n n g ¢, om 1/p
~.Z|xi+yi\p<(2\xi+yi|p) [(Zrmp) n
=1 =1 =1

(Z10r)]

Hence,
n 1/p n 1/p n 1/p
(Z|Ii+yi|p) <(Z\$i|p) +(Z|?Ji|p) : u
i=1 i=1 i=1
Example 8. Show that the vector space C" = {(xl, oo, Ty) | 2 € C}
over C is a normed space under the norm ||z|| = ( |z; [P ) where
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1<p<oo.

Solution: Using the properties of modulus of a complex number, we
have

n 1/p
(1) Vo = (a1, -+ ,z,) € C", each |z;| > 0, and hence (Z \xi|p>
i=1
= ||z|| = 0. So property (N 1) of norm is satisfied.

(2) Vo = (1, ,x,) € C",
n 1/p
el = 0 = <Z w) 0
=1

n
— Z |z;[P =0
=1

— |z;| =0 Vi=1,--,n
=z, =0 Vi=1,--,n
= z= (21, ,2,) =(0,---,0)=0

and hence property (N 2) of norm is satisfied.

(3) Vo = (x4, , ), ¥y = (Y1, ,yn) € C", by Minkowski’s in-
equality in Lemma 3.3.3 (for finite sums), we have,

n 1/p n 1/p n l/p
(Zrmymp) < (va) ; (Zmirp)
=1 =1 =1

= |z +y| < |z + |ly|l and hence property (N 3) of norm is
satisfied.

(4) Va e Cand z = (21, ,x,) € C",

Jaz] = (Z o) "
= (Xl ) "

i=1

n 1/p
_ (w Zw)

=1
n 1/p
— o (Zmrp)
=1
— la| Jl2]

and hence property (N 4) of norm is satisfied.
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Thus, C™" is a normed space under defined norm.

Example 9. Show that the vector space C"* = {(xy, -+ ,z,) | z; € C}
over C is a normed space under the norm ||z|| = maz{| z1 |, -+ ,| x, |}
(This norm is referred as ||zl on C").

Solution: Using the properties of of modulus of complex number, we
have

(1) Vo = (2, -+ ,x,) € C", each |z;| > 0, and hence max{| z; |,
| x, |} = ||z|| = 0. So property (N 1) of norm is satisfied.

(2) Vo = (21, ,x,) € C",

[zl = 0 <= mazf{| =1 || 22 |,--- |2 [} =0
— |z;] =0 Vi=1,--,n
1z, =0 Vi=1---,n
= x= (21, ,2,) =(0,---,0)=0

and hence property (N 2) of norm is satisfied.

(3) Vo = ($1,--- 7xn)7 y= (yla"' 7yn) E(Cna

[z +yll = maz{[ z1 +y1 |- [ 20+ yn [}
<maz{| [+ [y |-l e [+ 1 wa |}
Smaz{| x| L [} +maz{l g [, [ wa |}
= [l + [lyll

and hence property (N 3) of norm is satisfied.
(4) Va € Cand = = (21, ,x,) € C",

lace|| = maz{| awy |,--- | cxn |}
=maz{| [z |- | all@. [}
=l a|maz{| x|, | |}
= |af [l

and hence property (N 4) of norm is satisfied.
Thus, C™" is a normed space under defined norm.

Remark 3.3.1. In view of norms defined on C" in examples 8 and 9,
we have

n 1/p
<Z|xz|p) if 1<p<oo
i=1

max{|zy |,--- |z, |} if p=o0

1l =

These norms are referred as p-norms on C".
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Remark 3.3.2. From examples 7, 8 and 9, it is clear that on a vector
space V, we can define more than one norm and accordingly different
normed spaces are obtained from same vector space V.

Recall a sequence space which is a vector space whose elements are
infinite sequences of real or complex numbers where the vector addition
and scalar multiplication, respectively are defined as follows:

{9517"‘ 7$m...}_|_{y17... ,yn,~'-}:{f€1+y1,~~ 7J;n_|_ym...}
afai, - @n, -} = {axn, oz, }
for every scalar a € C or R
AISO, {$l>"' 71'717"'}:{?‘/17"' 7yn>}1fand0nly1fx2:yz Vi=
1, ,m,- -

Example 10. Let 1 < p < oo. Show that the sequence space [P =
{{an,'-- Ty ) Z | z; |P< o0 and x; € C} over C is a normed

i=1 N »
space under the norm ||z|| = (Z |xi|p> :

=1

Solution: Using the properties of modulus of a complex number, we
have

s 1/p
(1) Ve ={zy, - ,xp, -+ } €7, each |z;| > 0, and hence (Z ]xi\p)
i=1
= ||z|| = 0. So property (N 1) of norm is satisfied.

(2) V$Z{LE1,--- ,:ET“...}EZP’

oo 1/p
|z] = 0 < (Z |x,-|p) =0

=1
oo
=zl =0
i=1

<:>|ZE,L|:0 Vizl’...’n’...
<:>I’L:0 Vi:17~..’n’...
= v={r, 2} =10,---,0,---}=0

and hence property (N 2) of norm is satisfied.

(3) Let T = {xl’... 7([;”7...}7 y:{y17... ’yn7...} Elp
By Minkowski’s inequality in Lemma 3.3.3 (for finite sums), we
have,
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n 1/p n 1/p n 1/p
(Z\mw) <(Z|xi\f’) +(Z|yi|p)
=1 =1 =1
o0 1/p 00 1/p
<(Z|$z“p) +(Z|yz’|p>
=1 =1
— (*)

This is true for all n € N. As the 2 series on RHS of (x) converge,
it is clear that the series on LHS of () must converge. Therefore,

00 1/p 00 1/p > 1/p
(Z|$i+yi|p) < (Z|$z|p> +(Z|yi|p>
i=1 i=1 i=1

— |z +yl < |lz|| + |ly|l and hence property (N 3) of norm is
satisfied.

(4) Va e Cand x = {xy, -+ ,xp, -} € P,

laz| = <§ . W) y
- <§(\ay ’%\)P) 1/p
— <|a|p im'p)l/p

=1

~ |of (fjw)w

i=1

= |af [l|
and hence property (N 4) of norm is satisfied.
Thus, [P is a normed space under defined norm.

Example 11. Show that the sequence space [P = {{xl, N N A E

{Jz1 ],y @n |, } < ocoand x; € C} over C is a normed space

under the norm ||z|| = sup{| x1 |, ,|xn |,- -}
(This norm is denoted as |||/ on 7).

Solution: Using the properties of modulues of a complex number, we
have
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(1) Vo = {x1, -+ ,xp, -+ } € [P, each |z;| > 0, and hence sup{| =, |
vy @n | o} =|lz|| = 0. So property (N 1) of norm is satisfied.

(2) Ve ={xy, - ,xp, -} €,

[z =0 <= sup{| z1 |, [ 22 [,--- [ @n |-} =0
— |z =0 Vi=1--,n---
<— ;=0 Vi=1,--,n,---
e a={z, - an}={0,0,--}=0

and hence property (N 2) of norm is satisfied.

(3) vx:{xla"' 7$n7"'}7 y:{yh 7yn7"'}€lp7

o +yll = sup{l 21+ w1 [, [ 20 +yn |-}
<sup{lai [+ 1yl lan [+ yn |-}
<sup{l oy |- lon [ Y +Hsup{lyn Lo Ty |0}
= [|lz[| + lly|

and hence property (N 3) of norm is satisfied.

(4) Vae Cand x = {xy, -+ , &, -~} € P,

lox|| = sup{| ey [,--- [ awn [, }
=sup{[ a|[zy [, [allz,],---}
= laf sup{[ @y [, @n ], }
= [l ]

and hence property (N 4) of norm is satisfied.

Thus, [P is a normed space under defined norm.

Remark 3.3.3. In view of norms defined on [” in examples 10 and 11,
we have

oo 1/p
(Z|xz|p) if 1<p<o
i=1

Sup{‘xl ‘7 alxn‘a} if p=0

||$||p =

These norms are referred as p-norms on 7.

Recall the measure theory and Lebesgue integration that you learnt.
Consider a measure space (E, S, 1), where E is a measurable set, S is
a o-algebra and p is a measure on S. For 1 < p < oo, let LP(E, pu) =

{f : E — R| f is a measurable function on £ &/ | f(z) |P dz < oo}
E
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For convenience, (1) we denote/ | f(z) |P dx < oo as / | fP< o0.
B

(2) we take E = [a,b] and pu asEa Lebesgue measure. We write this
space as LP(FE).

It is easy to verify that LP(FE) is a vector space over R. i.e.,
f+g € LP(E)and af € LP(E) V f,g € LP(E), Va € R. Note
that the elements of LP(E) are equivalence classes of those functions,

where f is equivalent to g if/ | f—g [P=0. i.e. the elements of LP(F)

E
are equivalence classes of measurable functions which are equal almost
everywhere (a.e.).

To show that LP(FE) is a normed space under the norm || f|| =

1/p
( / |f |p> where 1 < p < oo, we need a special inequality called
E

as Minkowiski’s inequality for integrals. To prove this Minkowiski’s in-
equality, we need another special inequality called as Holder’s inequality
for integrals. You will see these inqualities as following two Lemma’s.

Lemma 3.3.4. (Holder’s inequality for integrals):
1 1
Let 1 < p, q<ooand—+——1 For f € LP(E) and g € LI(F)

(where E is bounded closed mterval in R),

[1a1 < (/|f|p)1/p (/w)

Proof. The inequality is trivial if either f = 0 a.e. or g = 0 a.e. So let

f#0ae. and g # 0 a.e. Then/ | f 1P >0and/ lg|* >0. By
E E

Lemma 3.3.1, for & > 0 and 8 > 0, we have o 8 < a4+ (1 — \)B.

- . 1 FANERY
In this inequality, take A= - a= (—> and [ =
p (Jg | f )P

(¢>q. Then we get, 1 — A\ = E and
(Je | g 10t q

| /] gl 1 _1fFPP 1 g
S L L2 ([plglOVe = p(fu1fP) a(fylglD)

On integrating, we get

Jol £l gl 1P 1 lal
(Je I FI)Ye ([ g19) ”q P[P a(JzlglD)

e, [ 19l < (/Erfrp) ([E\grq)w a

Note: Recall that if f and g are Lebesgue measurable over £ then
the product f g is also Lebesgue measurable over E. If [ gl fP< o0
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and [, | g |9< oo then by Hélder’s inequality, [ | f g |< oco.
ie if fe P and g€ L9then fge L

Lemma 3.3.5. (Minkowski’s inequality for integrals):
Let 1 < p <oo. If f e LP(E) and g € LP(E) (where E is bounded
closed interval in R), then

(Lirear)™ < (L)« (frar)”

Proof. 1t is easy to see that if f and g are Lebesgue measurable over

then f + g is also Lebesgue measurable over E. Also, if / | fP< o0
E

and/ |g]p<oothen/ | f+g[P< 0.
E B
Ifp=1thenas| f+g|<| f|+]|g], wearedone. Solet p> 1 and
1
—=1——so that ¢ > 1. Thenp:(p—l)qandp—gzl.
p q

q
Clearly,/E<|f—|—g|p_1> —/\f+g\p<oo.
Also,(/E<|f+g|p1 ) </|f+glp) . )

Now by Hdélder’s inequality in Lemma 3.3.4 (for integrals),

/|f| eyl |f|”)1/p ([ f+g|p—1>q)l/q )
/\gr [ frg 1<(/\grp) (/E<rf+g\p-l>q)l/q )

Now, consider

[1reab=[1egp 174g1< [ 1549 (£1+19)
E E E
P p—1 p—1
/|f+g\</!f! Ftal +/Erg\ gl

Using (1), (2 , we get,

/|f+g|p<{(/|f|p) *([Elglp)w} </E|f+g|p)1/q

| £+ g |P# 0 then on dividing throughout by / | f+ g |P and
E

1
using 1 — — = —, we get,
p

(fireor)"<(fre)" = ()"

If / | f 4 g [P= 0 then there is nothing to prove and we are done. [J
E

E
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Example 12. Let 1 < p < 0o & E be a (bounded closed interval in R)
measurable set. Show that the vector space LP(E) = {f : E — R|f
is Lebesgue measurable function on E and | f | is Lebesgue integrable

1/p
over £} over R is a normed space under norm || f||, = (/ | f 1P ) .
E

(This norm is referred as p-norms on LP(E)).

Solution: Using the properties of Lebesgue measurable and Lebesgue
integrable functions, we have

W v e e = [ |f|”> > 0. So property (N 1) of

norm is satisfied.

1/p
(2) Let f e LP(E). If f =0 a.e. then || f|, = <fE | 0 |p) = 0.

Conversely,

1/p
1l = 0= (/E|f|p) 0

= [fP=0 a.e.
= [f|=0 ae.
— f=0 a.e.

(note that the condition ||f|| =0 <= f =0 is not satisfied)
If we do not distinguish between equivalent functions then the
property (N 2) of norm is satisfied.

(3) Let f, g € LP(E).

By Minkowski’s inequality 3.3.5 (for integrals), we have,

(e} (L) (f1or)”

Therefore, ||f + gll, < |If]l, + llgll, and hence property (N 3) of
norm is satisfied.
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(4) Va € R and f € LP(FE),

lecf [l =

—pal ([ 1) "

= laf {171,
and hence property (N 4) of norm is satisfied.

Thus, LP(FE) is a normed space under defined norm.

Definition 3.4. Let £ be a (bounded closed interval in R) measurable
set. A measurable function f : E — R is said to be essentially bounded
on E if there exists a finite real number m > 0 such that |f(z)] < m
a.e. on E. Here m is called essential (upper) bound for f. (i.e.f is
bounded except possibly on a set of measure zero)

If f has an essential upper bound then least upper bound exists.
The least such bound is denoted by ess sup |f|. If f does not have any
essential bound, then its essential supremum is defined to be oo.

We define L*(E) = the class of all those measurable functions de-
fined on £ which are essentially bounded on E. The elements of L>(FE)
are equivalence classes of f. It is easy to verify that L>(F) is a vector
space over R.

Example 13. Let E be a (bounded closed interval in R) measurable

set. Show that the vector space L>(F) = {f : E — R|f is a mea-

surbale function on E and ess sup|f| < oo} over R is a normed space

under norm ||f|lo = ess sup|f(z)| = inf{m > 0| |f(x)] < m a.e. on
E

Hint.(Check)

(1) vf e L>(E), | fll, = 0.
(2) Vf € L>®(E), ||fllc = 0 if and only if f =0 a.c.

(3) Let . g € L=(E). Clearly, |f < || fll a.c. and Jg| < gl ac.
As |f+g] < |f]+ 9] < |Iflloo + lg]loo a-e., it follows that,
1f + glloe < [Iflloc + [19]loo

(4) Vo€ Rand f € L¥(E), [[aflle = laf [|f]ls
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Remark 3.3.4. In view of norms defined on LP(E) in examples 12 and
13, we have

1/p
1l = <[E'f‘p) it 1sp<oo

ess sup|f] if p=oo

Recall that the set C[0,1] = {f : [0,1] — R(or C)| f is a con-
tinuous function} is a vector space over R or C under the opera-

tions (f+g)(x) = f(z) + g(x) Vxe|0,1]

(o f)(z) = o f(2) Ve [0,1]

Example 14. Show that the vector space C[0,1] = {f : [0,1] — R|
is a continuous function} over R is a normed space under norm

||f|| / @)t

Solution: Using the properties of Riemann integration and absolute
value of a real number , we have

1
(1) Let f € C[0,1]. As|f(t)] >0 Vte€|0,1], we have/ |f(t)|dt >0
0
and hence || f|| = 0. So property (N 1) of norm is satisfied.

(2) Let f € C0,1].

1
1] =0 <:>/0 Ol =0

= |f(t))=0 Vtel01]
— f(t)=0 Vte|0,1]
<= f =0 (zero function)

and hence property (N 2) of norm is satisfied.
(3) Let f, g € C[0,1].

I+l = / (F + g)(0)]dt

- / () + g(0)dt
< / oL / 9(t)|dt

= [I71 +1lgll

Therefore, ||f + g|| < |If]l + |lg]| and hence property (N 3) of
norm is satisfied.
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(4) Va € R and f € C[0, 1],

lafl = / (e f)(t)]dt

- / o (b))t
- / o | £t

" / or

= laf [I]
and hence property (N 4) of norm is satisfied.

Thus, C10, 1] is a normed space under defined norm.

Example 15. Show that the vector space C[0,1] = {f : [0,1] —
R(or C)| f is a continuous function} over R(or C) is a normed space

under norm || f[| = Sup}{\f(w)l}-

z€[0,1
(This norm is referred as || ||« or sup norm on C[0,1]).

Solution: Using the properties of supremum and absolute value (or
modulus in C) of a real number , we have

(1) Let f € C[0,1]. As|f(z)| =0 Va € [0,1], we have sup {|f(x)|} >

z€[0,1]
0 and hence || f|| = 0. So property (N 1) of norm is satisfied.

(2) Let f € C0,1].
If]l =0 <= sup {|f(z)|} =0

z€[0,1]
— |f(x)]=0 Vazel01]
<— f(z)=0 Vazel0,1]
<= f =0 (zero function)
and hence property (N 2) of norm is satisfied.
(3) Let f, g € C[0,1].

If+gll = sup {|(f +9)()|}

z€[0,1]

= sup {|(f(x) +g(2)[}
z€[0,1]

< sup {[(f(z)] + [g(=)[}
z€[0,1]

= sup {|f(z)|+ sup {[g(z)|}
z€[0,1] z€(0,1]

= [lf1l + llgll
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Therefore, | f + g|l < [[f[l + [|lg]| and hence property (N 3) of
norm is satisfied.

(4) YVa € R(or C) and f € C|0, 1],

laf [l = sup {[(af)(x)[}

z€[0,1]

= sup {[o f(2)[}

z€[0,1]

= sup {laf [f(2)]}

z€[0,1]

= |af Sup]{\f($)|}

z€[0,1

= lal [If]]
and hence property (N 4) of norm is satisfied.

Thus, C[0, 1] is a normed space under defined norm.

Remark 3.3.5. 1. You can mimic Examples 14 and 15 for the vec-
tor space C|a, b] over R or C.

2. In view of norms on Cfa, b] defined in examples 14 and 15, we have

1/p
11l = (/b'f“)'pdt) s peee
’ (roh

sup {|f(t) if p=oo
t€la,b]

3. Note that the vector space C|a, b] is a particular case of the vector
space C'(X) where X is a compact space. So you can have similar

versions of Examples 14 and 15 for the vector space C(X) over R
or C.

Definition 3.5. A normed space is called finite dimensional if the un-
derlying vector space is finite dimensional, otherwise it is called infinite
dimensional.

Remark 3.3.6. The normed spaces in examples 6, 7, 8, 9 are finite
dimensional and the normed spaces in examples 10, 11, 12, 14 are
infinite dimensional.

In a given normed space (V|| ||), for z, y e V, x —y € V. (Why?).
This suggests us to give following definition.

Definition 3.6. In a given normed space (V.|| ||), a function d : V' x
V — R* defined as d(z,y) = ||z — y|| is called the distance from x to
y, where x;, y € V. Here d is referred as distance function on V.
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Clearly, ||z|| is the distance from the zero vector to vector x € V.
Recall the definition of a metric space. In the next results, you will see
the relation between normed space and metric space.

Theorem 3.3.1. Fvery normed space is a metric space with respect to
the distance function

Proof. Let (V.|| ||) be a normed space and d be distance function on
V.Soforz, yeV,d(z,y) = ||z —y|. Let z, y, z€V

(1) By property (N 1) of norm, || — y|| = 0 and hence d(z,y) > 0.
(2) By property (N 2) of norm,

|t —y||=0<=z—y=0
—Tr=Y
Thus, d(z,y) =0 <= x=y

(3) By property (N 4) of norm, [lz—y|| = [|=(y—=)| = [=1] [ly—=] =

”y - LCH Thu87 d(I,y) = d(’g/,ﬂ?)

(4) By property (N 3) of norm,
|z =yl =z = 2) + (z = y)|| < [lz = z[| + [z — y[| and thus
d(z,y) < d(z,z) + d(z,y)

Therefore, all the conditions of the metric are satisfied by d. So d is a
metric on V' and hence (V,d) is a metric space. O

The metric defined in this way is called as the natural metric induced
by the norm.

Remark 3.3.7. You will come to know from the following example
that the converse of Theorem 3.3.1 need not be true.

Example 16. Let 0 < p < 1. Consider the sequence space [P =
{x = {x1, -+ ,xp, - }| z; € R and Z\xﬁ” < oo} over R. For
i=1

x =z, Xy, -} and y = {yy,- - ,y;,n-} in [P, define a function

d:IPxP— R as d(z,y) = Z |z — yklP. Then (I?,d) is a metric
k=1

space (Check!) but not a normed space as property (N 4) of norm is

not satisfied as shown below:

for 2 ={0,1,0,---} € I? and a = 2 € R, we have,

|az|| = ||laz—0]| = d(az,0) = |0-0/P+|a—0[P+|0—0P+- - - = |a|? = o

&all#l] = allz=0]| = a d(z,0) = a (j0—0P-+[1-0[P+/0—0]+---) = a
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3.4 Convergent Sequence and Cauchy
Sequence in a Normed Space

You are already familiar with the definition of convergence of se-
quences in a set of points and its related results. Now, you will learn
the concepts of convergent sequences and Cauchy sequences in a normed
space to obtain analogous results, which you learnt in your B.Sc.

Definition 3.7. Let (V|| ||) be a normed space. A sequence {z,} of
vectors in V' is convergent to x € V if Ve > 0 3 ng € N such that
V' n = n, we have ||z, — z|| < e. (or equivalently, if ||x,, — z|| converges
to 0 as n — o0). Here, we say, = is the limit of the sequence {z,}
or {z,} is a convergent sequence, converging to x. In this case, we

write, nh;nmxn =zor(r, — T asn — o0) or nliHmOO |lzn — 2| =0 or

(||, — z|| — 0 as n — o0)

In the following result, you will notice that, in a normed space, a
sequence can have at most one limit.

Theorem 3.4.1. The limit of a convergent sequence in a normed space
1S UNIqUE.

Proof. Consider a convergent sequence {x,} in normed space (V|| ||).
Assume that {x,} converges to € V and {z,} converges to y € V.
Then as n — oo, we have, ||z, —z|| — 0 and ||z,, —y| — 0. Clearly,
[ — xf| = [l — x|

Consider

|z =yl = [(x —zn) + (z0n — Y|
< o — x| + |xn —y|| by property (N 3) of norm
<0 as n—

Thus, |z -yl =0 by property (N 1) of norm
sr—y=0 by property (N 2) of norm
.oz =1y and we are done. O

Example 17. In a normed space (V,|| ||), show that

ERE
|z —yl| Vo, yeV.

Solution: Using property (N 3) of norm, we have, ||z|| = ||[(x—y)+y| <
lz =yl + llyll. So, [lz]| =yl < [l -yl )
Similarly, [lyl| — [z < llz —yll as |ly — 2]l = lz — vl
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So, =([lzll = llyl) < llz =yl — (2)
From (1) and (2), we get, |[|lz]| - IIyII‘ < lz =yl

Now, you will learn the definition of a continuous function on normed
spaces and then prove that norm is a continuous function on R.

Definition 3.8. Consider the normed spaces (V|| ||v) and (W, | |lw)-
The function f : V — W is continuous at xg € V ifVe>036 >0
such that ||z — zolly <0 = ||f(x) — f(zo)||lw <€

Equivalently, we write, as n — oo, x, — ©, = f(z,) — f(z,)
i.e. for every sequence {z,} in V converging to xq € V, the sequence
{f(x,)} in W converges to f(zg) € W.

Here, the notations || ||y and || ||w mean the norms in normed spaces
V and W, respectively.

Theorem 3.4.2. Let (V|| ||) be a normed space. Define a function
[V — Ras f(x) = ||z||. Then the norm || || on V is a real valued
continuous function.

Proof. Let zo € V. Consider a sequence {z,} in V such that as n —
00, Ty —> Tp. 1.€. a8 N —> 00, ||, — x| —> 0. Then using Example

e = S| =

n —» oo and thus as n — 0o, we have f(x,) — f(x¢). Therefore, for
every sequence {z,} in V converging to xy € V, the sequence {f(z,)}
in R converges to f(zo) € R. Hence, the norm || || on V' is a real valued
continuous function. ]

17, we get, lzall = lloll| < ||2n — x| — O as

Definition 3.9. A subspace M of a normed space V is a subspace of
V' considered as a vector space, with the norm obtained by restricting
the norm on V' to the subset M. This norm on M is said to be induced
by the norm on V.

Note that, if M is closed in a normed space V', then M is called a
closed subspace of V.

Recall the quotient space (or factor space). Let M be a subspace of
a vector space V. The coset of an element x € V with respect to M is
x+ M ={x+m|me M}. Under the following algebraic operations
(x+ M)+ (@ +M)=(r+2)+ M and o (x + M) = ax + M, the
quotient space of V' by M, denoted by V/M is a vector space. Note
that,  + M = M if and only if x € M.

Given a normed space, you will learn how to form a new normed
space.
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Theorem 3.4.3. Let M be a closed subspace of a normed space (V. || ||).
For each coset x+M in quotient space V//M, define |[x+M|| = inf{||x+
ml|| | m € M}. Then V/M is a normed space under the norm ||z + M||.

Proof. Using the properties of infimum and properties in normed space
(V[ 1), we have

(1) As ||z + m|| is a non-negative real number and every set of non-
negative real numbers is bounded below, it follows that in f{||z +
m| | m € M} exists and is non-negative. i.e.||z + M| > 0
Vax+ M e V/M. So property (N 1) of norm is satisfied.

(2) Let x + M = M (zero element of V/M). Then z € M. So

[+ M| =inf{llz +m| [ m e M}
=inf{lz +ml||me M ze M}
=inf{|ly|l |y € M} wherey=x+m
=0
Thus, © + M = M(zero element of V/M) — |z+ M| =0.

Conversely, let ||z + M| =0
= inf{llt+m| |meM}=0
— Jasequence {my} in M such that ||z+my|| — 0ask — oo

— lim my = —=x

k—o0
— —xeM as M is closed
—xeM as M is subspace

—x+M=M

Thus, ||z + M| =0 == x4+ M = M(zero element of V/M)
Sle+ M| =0 <= a+ M = M(zero element of V/M) and
hence property (N 2) of norm is satisfied.

(3) Let e+ M, y+ M € V/M.

[(z+ M)+ (y+ M)|| = |l(z+y)+ M|

=inf{|lt+y+m||me M}
=inf{||lr+y+my + ma|| | mi,my € M}
= inf{l[(z +mi) + (y + ma)|||m1,ms € M}
<anf{llz +mall + |ly + ma| | m1,me € M}
= inf{|lz+m| | mi € M}

+inf{[lz +mal | my € M}
= [z + M| + [[ly + M|

Therefore, [|(z + M) + (y + M)|| < [lz + M| + [ly + M|| and
hence property (N 3) of norm is satisfied.
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(4) If @ = 0 then obviously ||a(z + M)| = |af ||z + M||.
So, let a # 0. Then

la(z + M)|| = [lax + M]||
= inf{|laz+ml| | me M}
=inf{||la(z+m)||| m/a=m" € M}
= inf{la| [z +m/| [ m € M}

| inf{l|z +m'|| | m" € M}

= |of [lz + M]|

and hence property (N 4) of norm is satisfied.
Thus, V/M is a normed space under defined norm. O

As with metric spaces, you can understand the concept of norms
from a geometrical point of view. In a normed space (V|| ||), the open
ball, centered at a with radius € is defined by the set B(a;e) = {x €
V| ||lx — a|| < €} and the open unit ball is given by B(0;1) = {x €
V| ||z]] < 1}. Also, the closed ball, centered at a with radius € is de-
fined by the set Bla;¢] = {z € V| ||z —a]| < €} and the closed unit ball
is given by B[0;1] = {x € V| ||z|| < 1}.

Recall that M=set of all limit points of M. For each z € M and
for each € > 0, the open ball {y| ||y — z|| < €} must contain a point of
M. Hence, for each element to be in M, it suffices to show that for any
€ > 0, 3 some element of M which is within € distance from it.

Theorem 3.4.4. If M is a subspace of a normed space (V|| ||) then
M s a closed subspace of V.

Proof. Initially, we show that, M is a subspace of V. Let € > 0. Con-
sider x, y € M and non-zero scalars «, 5 Then 3 x4y, y; € M such

€
that ||z — || < ——

2 o 218
Using the properties (N 3) and (N 4) of norm, we get,

and [ly — mH<

(e + By) — (axr + Byn)|| = lla(z — 1) + By — w1
< lafz =) + 118y = vl
—WHM—%H+WHW—MH

_6+€
202

= €

So 3 (a z1+ B y1) € M (being subspace) such that ||(ax + By) — (ax1 +
By)|| < e. Thus (ax + py) € M if z, y € M and «, B are non-zero
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scalars.(if « = 0 = 3 then az + By =0 € M). Hence, M is a subspace
of V. Further, as M is closed, M is a closed subspace of V. O

You have learnt the definition of a Cauchy sequence in R™ at your
B.Sc. So you can guess the definition of a Cauchy sequence in a normed
space and get convinced with the following definition.

Definition 3.10. Let (V]| ||) be a normed space. A sequence {z,}
of vectors in V' is said to be a Cauchy sequence it Ve > 0 d ng € N
such that V. m, n > n, we have ||z, — z,,|| < €. (or equivalently, if
|zn — Zm|| — 0 as m, n — 00).

You will come to know that the relation between convergent se-
quences and Cauchy sequences in normed spaces.

Theorem 3.4.5. Fvery convergent sequence in a mormed space is a
Cauchy sequence.

Proof. In normed space (V, || ||), consider a convergent sequence {x,},
converging to € V. Then as n — oo, we have, ||z, — z| — 0.

Clearly, ||z, — z|| = [z — ]|
Consider
|20 — Zmll = |(Tn — ) + (2 — )|

< |z — 2| + ||2m — x| by property (N 3) of norm
— 0 as m,n — o0

Hence, {z,} is a Cauchy sequence. O

Remark 3.4.1. The converse of Theorem 3.4.5 need not be true. i.e. A
Cauchy sequence in a normed space need not be a convergent sequence.
You will see its counter example in next chapter. In the next chapter,
you will come to know that Cauchy sequences play a vital role in the
theory of normed spaces.

Recall the concept of subsequences in R that you learnt at your
B.Sc. and think of it in a normed space (V,]| ||). Can you guess, what
happens to a Cauchy sequence, having a convergent subsequence?. The
next result is related to it.

Theorem 3.4.6. In a normed space, every Cauchy sequence having a
convergent subsequence is convergent.

Proof. In normed space (V.|| ||), consider a Cauchy sequence {z,},
having a convergent subsequence {z,, }. Let {z,,} converge to z € V.
Then as ny — oo, we have, ||z,, — x| — 0. Also, since {z,} is a
Cauchy sequence, as n, ny — 00, we have, ||z, — z,|| — 0.
As n — o0, it follows that,

|2 — 2| = |20 — Ty + 20 — 2| < |20 — Ty | + |20y, — 2| — 0.
Hence, the Cauchy sequence {z,} is convergent. O

55



FUNCTIONAL ANALYSIS

3.5 LET US SUM UP

1. Let V be a vector space over the field F(=R or C). A norm || ||
on V is a real valued function (i.e. || || : V' — R), satisfying the
following 4 properties/axioms:

(N1) ||lz|| =0 Ve eV

(N 2) ||lz|| =0 if and only if =0, VxeV

(N'3) [l +yll < [l + Iyl Vo, y eV

(N 4) [|azx|| = |af ||z Vx eV and Va €F

2. A normed space V' is a vector space over the field F(=R or C)
with a norm || || defined on it. In such a case, we say, (V, || ||)
is a normed space over F. Here, if F = R then V is called a real
normed space and if F = C then V is called a complex normed
space.

3. A normed space is called finite dimensional if the underlying vec-
tor space is finite dimensional, otherwise a normed space is called
infinite dimensional.

4. The vector space C" = {(z1,- -+ ,x,) | ; € C} over C is a normed

n 1/2
space under the Euclidean norm ||z|| = (Z |xl|2> .

i=1

5. Let p and ¢ be non-negative extended real numbers. For p > 1, ¢
is said to be conjugate of p if

1 1
—+-=1, for 1<p<x
p q

q=o00, for p=1
qg=1, for p=o0

6. Holder’s inequality for finite sums:

1 1

Let 1 < p, ¢ < o0 and — + — = 1. For any complex (or real)
p q

numbers x1, -+, Tn; Y1, , Yn

n n 1/p n 1/q
Slaul < (Slar) (Xiur)
i=1 i=1 i=1

(Cauchy-Schwarz inequality is a special case of Holder’s inequality

forp=2=ygq)
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Minkowski’s inequality for finite sums: Let 1 < p < oco. For any

complex (or real) numbers xq, -+ ,Zn; Y1, ,Yn

n 1/p n 1/p n 1/p
(Z|xi+yi|fa) < (va’) n (va’)
=1

i=1 i=1

The vector space C" = {(z1,--- ,z,) | z; € C} over C is a normed
space under the norms

n 1/p
- { (3 10) s
-

i=1

max{|xy |,--- |z, |} if p=o0
These norms are referred as p-norms on C".
On a vector space V, one can define more than one norm and ac-

cordingly different normed spaces are obtained from same vector
space V.

o
The sequence space [P = {{xl, Cee  Tpy e b Z | z; P< oo and
i=1

T; € (C} over C is a normed space under the norms

oo 1/p
(Z|a¢z|p> if 1<p<oo
i=1

sup{\a:l |7 ;lxn|>} if p=0

[, =

These norms are referred as p-norms on 7.

Holder’s inequality for integrals:

1 1
Let 1 <p, ¢g<oocand —+ —=1. For f € LP(F) and g € LY(E)
p g

(where E is bounded closed interval in R),

[1591 < (/E|f|f’)l/p ([Ew)w

Minkowski’s inequality for integrals:

Let 1 <p<oo. If f e LP(F)and g € LP(E) (where E is bounded
closed interval in R), then

(Liresr)" < (Lire) "+ (Lior)”
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13. The vector space LP(F) = {f : E — R|f is Lebesgue measur-
able function on E and | f |P is Lebesgue integrable over E'} over
R is a normed space under norms

1/p
1l = </E'f'p) i 1<p<oo

ess sup|f] if p=oo
where ess sup|f(z)] = inf{m > 0] |f(z)] < m a.e. on E} and
E

L*>®(FE) = the class of all those measurable functions f defined on
E which are essentially bounded on E with ess sup|f| < oo.

14. The vector space C(X) = {f : X — R(or C)| f is bounded
continuous function on X'} over R(or C) is a normed space under

norm [|f][ = sup{|f(z)[}.

15. The vector space C[0,1] = {f : [0,1] — R| f is a continuous
function} over R is a normed space under norm || f|| = 1 | f(t)]dt.
Note that C|[0,1] is a particular case of C(X). ’

16. In a given normed space (V.|| ||), a function d : V x V — R*
defined as d(z,y) = ||z — y|| is called the distance from z to v,
where z, y € V. Here d is referred as distance function on V.

17. Every normed space is a metric space (with respect to the distance
function).

18. Every metric space need not be a normed space as shown in fol-
lowing example:-

Let 0 < p < 1. Consider the sequence space [P = {x ={zy, - ,xp,

andy = {y1," - ,y;,---}in [P, define a function d : [P x [P — RT

o
x; ERandZ|xi|p< oo} over R. Forx = {1, -+ , 2, -}
k=1

as d(z,y) = Z |z — yg|P. Then (I, d) is a metric space but not
k=1
a normed space.

19. Let (V|| ||) be a normed space. A sequence {x,} of vectors in V'
is convergent to x € V if V € > 0 4 ny € N such that Vn > n, we
have ||z, — z|| < e. (or equivalently, if ||z,, — z|| converges to 0 as
n — 00). Here, we say, x is the limit of the sequence {z,} or
{z,} is a convergent sequence, converging to x. In this case, we
write, lim z, =z or (z, — zasn — o0) or lim ||z, —z| =

n—>o00 n—>~a0
0or (||, —z|| — 0 as n — 00).
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20. The limit of a convergent sequence in a normed space is unique.

21. In a normed space (V, || ||),

Jal| - uyu\ <llo—yl Ve, yev.

22. Consider the normed spaces (V.|| ||v) and (W,|| ||w). The func-
tion f:V — W is continuous at zyp € V if Ve >0 3 6 > 0 such
that ||z — zolly <9 = ||f(z) — f(zo)|lw <e
Equivalently, we write, as n — oo, z, — z, — f(x,) —
f(z,). ie. for every sequence {z,} in V converging to =y € V,
the sequence {f(z,)} in W converges to f(zg) € W.

23. Let (V.| ||) be a normed space. Define a function f: V — R as
f(z) = ||z||. Then the norm || || on V is a real valued continuous
function.

24. Let M be a closed subspace of a normed space (N,|| ||). For
each coset = + M in quotient space N/M, define ||z + M| =
inf{||lx+ml | m e M}. Then N/M is a normed space under the
norm |z + M]|.

25. If M is a subspace of a normed space (V, || ||) then M is a closed
subspace of V.

26. Let (V)] ||) be a normed space. A sequence {z,} of vectors in
V' is said to be a Cauchy sequence if V ¢ > 0 4 ny € N such
that ¥V m, n > n, we have ||z, — z,,|| < €. (or equivalently, if
|xn — Zm|| — 0 as m, n — 00).

27. Every convergent sequence in a normed space is a Cauchy se-
quence.

3.6 Chapter End Exercise

1. Prove that every inner product space V' is a normed space with
respect to the norm ||z|| = /< x,x > V2 € V where < 2,2 >
denotes the inner product of vector x with itself.

2. Show that the vector space C = {z|z € C} over C is a normed
space under the norm ||z|| = |z|=absolute value of z € C.

3. Show that the vector space R™ = {(x1,- - ,z,) | #; € R} over R is

n 1/2
a normed space under the (Euclidean) norm |[|z|| = (Z |xl\2> .

i=1
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10.

11.

12.

13.

14.

15.

Show that the vector space R" = {(x1, -+ ,x,) | z; € R} over R

1/p
is a normed space under the norm ||z|| = (Z |xi|p> where
=1
1 <p<oo. '

Show that the vector space R" = {(x1, -+ ,x,) | z; € R} over R
is a normed space under the norm ||z|| = max{| z1 |, - ,| z, |}

Show that the vector space LP([a,b]) = {f : [a,b] — R|f is
Lebesgue measurable function on [a,b] and | f |P is Lebesgue
integrable over [a, b]} over R is a normed space under the norm

= [ue)”

Show that the vector space C([a,b]) = {f : [a,0] — R|f is

continuous function} over R is a normed space under the norm

= [ue)”

Show that the vector space R? = {(xy,72) | x; € R} over R is a
normed space under the norm ||z|| = |x1| + |22/

If || |1 and || ||]2 are 2 norms on a vector space V then check
whether the function || || : V' — R defined as ||z|| = ||z|[1 + ||z ]]2
is a norm on V.

Let (X, || |lx) and (Y, ]| ||y) be normed spaces. Then prove that
X xY is a normed space under the norm ||(x,y)|| = ||z||x + ||y]ly-

Show that a metric d induced by a norm on a normed space
(V.|| ||) is translation invariant. (Hint: to show (a) d(z + u,y +
u) = d(z,y) and (b) d(azx,ay) = |a| d(z,y) Yx,y € V, for every
scalar a where u is a fixed vector in V).

Let {x,} and {y,} be sequences in a normed space (V.| ||).
If lim z, =2 € V and lim y, = y € V then prove that
n—-aoo

n—aoo

lm z, +y,=x+vy
n——aoo
Let {z,} be a sequence in a normed space (V.|| ||) and {\,} be

a sequence of real numbers. If lim z, =2z € V and lim )\, =
n—>00 n—>=ao0

A € R then prove that lim A\, z, = A x

n—aoo

Prove that in a normed space, if {x,} is a Cauchy sequence then
{||zn]|} is a Cauchy sequence of real numbers.

Prove that in a normed space, every Cauchy sequence is bounded.
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16. Prove that in a normed space, a Cauchy sequence is convergent
if and only if it has a convergent subsequence.
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Chapter 4

Banach Space

Unit Structure :

4.1 Introduction

4.2 Objective

4.3 Few definitions and examples

4.4 Equivalent Norms and Finite-Dimensional Spaces
4.6 Arzela-Ascoli theorem

4.6 LET US SUM UP

4.7 Chapter End Exercise

4.1 Introduction

In this chapter, you will be introduced to the notion of a Banach
Space. The concept of Banach space was introduced by the Polish
mathematician Stefan Banach in 1922. Banach spaces are fundamental
parts of functional analysis. Banach thought of, when a norm is de-
fined on a vector space, how to deal with Cauchy sequences and hence
about completeness. This chapter has 3 sections, of which in the first
section, you will find several examples on Banach spaces, along with a
characterization of Banach Spaces. In an attempt to obtain a criterion
for determining when a Cauchy sequence with respect to one norm will
also be a Cauchy sequence with respect to other norm, you will be in-
troduced to the notion of equivalent norms in the second section and
interesting results on finite dimensional normed spaces are obtained.
Further, through Riesz lemma, the concept of compactness is linked
to subspaces of finite dimensional normed spaces. In the last section
of this chapter, you will be introduced to Ascoli-Arzela theorem and
the purpose of this theorem is to show a sequence of continuous func-
tions on campact space has a uniformly convergent subsequence, under
certain conditions.
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4.2 Objectives

The main objective of this chapter is to learn the Banach spaces and
interesting results of finite dimensional normed spaces. After

going through this chapter you will be able to:

e Define a Banach space.

e Learn how to check a normed space is a Banach space under the given
norm.

e Prove that LP spaces are Banach spaces (Riesz-Fisher theorem).

e Define equivalent norms on a normed space.

e Prove that on a finite dimensional normaed space, any two norms are
equivalent.

e Learn Riesz Lemma and results related to it.

e Prove Ascoli-Arzela theorem.

4.3 Few definitions and examples

In previous chapter, you have learnt the concept of a normed space
and at the end, it was mentioned that “A Cauchy sequence in a normed
space need not be a convergent sequence”. Here is a counter example
for it.

Example 18. In the normed space C|0,1] under the norm | f| =

/ |f(t)|dt, consider the sequence {f,(t)} where each function f, :
[0,1] — R is defined as follows:

( 1
2 if 1< < 1 1
fn(t): nt—n 1 é\t\ 5—1—%
1 f 1+1 <t«<l1
1 . o X
L 2 2n

Show that the sequence {f,(t)} is a Cauchy sequence in C[0, 1]. Is this
sequence convergent? Justify.

Solution: Clearly, f,(t) € C[0,1] Vn € N.

1 /1 1
Also, Vt € 37\ 3 + 2| it is easy to see that |f,(t)] < 1. So,
n
| fm(t) = @] < [fD] + [fu(®)] ST+ 1= 2. — (%)

Now, with m > n, we have,
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1o = Full = / Fonlt) — fult)]t

: b+
= [Pttt [ =i [ A0 Futolat

2 §+2n
Lk
=0+ / | fm(t) = fu(t)|dt +0 by definition of f,(t)
1
3tam 1
<2 / dt = (2—> using inequality ()
1 n
2
1
Thus, || fm — ful < = — 0 as m,n — 00
n

Hence, the sequence {f,(t)} is a Cauchy sequence in C[0, 1].
Assume that this Cauchy sequence {f,} is convergent in C]0, 1].
Then 3 a function g € C[0, 1] such that lim f, = g. It is easy to see
n—-ao0

1 1
3tan 1
that lim |fu(t) — g(t)|dt =0 and lim |1 —g(t)|dt = 0.
Thus,
) 1
0 if 0 <t< 5
g(t) = 1
1 if —<t<1
2
. . . . 1
It is clear that the function g is discontinuous at ¢t = 3 and hence

g ¢ C10,1], which contadicts g € C[0, 1]. So, our assumption that the
Cauchy sequence {f,} is convergent in C[0, 1] must be wrong. Hence,
the Cauchy sequence {f,} is not convergent in normed space C|0, 1]

under norm | | :/0 ()| dt.

Now, you will come to know when a normed space is called, a Banach
space.

Definition 4.1. A Banach space is a normed space in which every
Cauchy sequence is convergent.

You know that, a metric space is called a complete space if every
Cauchy sequence of points in it converges to a point in the space. In
view of this definition, the normed space (V ||.||) is said to be complete
if V' is complete as a metric space with the metric d(u,v) = ||u —
v|| ¥ u,v € V. Hence, you can redefine the definition 4.1 as a Banach
space is a complete normed space or a Banach space is a normed space
which is a complete metric space.

Now, you will notice that examples of Banach spaces are in abun-
dance. Initially, you will find an example of a normed space which is
not a Banach space.

Example 19. Show that the vector space C[0,1] = {f : [0,1] — R
f is a continuous function} over R is not a Banach space under norm
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WH=A|ﬂmw.

Solution: Refer Example 14 to show that C0,1] is a normed space
under defined norm. Refer Example 18 to show that a Cauchy sequence
in C[0, 1] is not convergent on it.

Thus, C[0, 1] is not a Banach space under defined norm.

You can generalize above Example 19 to get the following result.

Theorem 4.3.1. Prove that the vector space Cla,b] = {f : [a,b] —
R(or C)| f is a continuous function} over R(or C) is not a Banach

b 1/p
space under norm || f|| = (/ |lf()P dt) where 1 < p < 00

Proof. Left to the reader. m

But you will see that C|0, 1] is a Banach space with respect to sup
norm.

Example 20. Show that the vector space C[0,1] = {f : [0,1] —
R(or C)| f is a continuous function} over R(or C) is a Banach space

under norm || f[| = s?p}{\f(xﬂ}.
z€[0,1
Solution: Refer Example 15 to show that C10,1] is a normed space

under defined norm. Now, consider a Cauchy sequence {f,} in C[0, 1].
Let € > 0. Then {f,} being a Cauchy sequence, 3 my € N such

that V I,n > my and V x € [0,1], we have, ||f; — fu| < % ie.
sup {|fi(z) — fu(2)|} < % and hence V I,n > my and V z € [0, 1]; we
z€[0,1]

€
have, [fi(z) = fa(2)] < 3 — (%)
This shows that for fixed but arbitrary = € [0, 1], {f.(x)} is a Cauchy
sequence in R(or C). As every Cauchy sequence in R(or C) is conver-
gent, 3 a function f : [0,1] — R(or C) such that lim f,(z) = f(z),

n——oo

for each fixed z € [0, 1]. So, making | — oo in inequality (x), we get,
V' n>my and for each fixed z € [0,1]; |f(z) — fu(2)| < g Taking
supremum over = € [0,1], (as my is independent of x and z is arbi-
trary), we get, |/ = full <5 Vn>mg — (x)
Thus, f, — f uniformly, i.e. ||f, — f] — 0 as n — cc.
Claim: f € C0,1].
Consider a sequence {z,} in [0, 1] such that z,, — x where z € [0, 1].
From inequality (x%), in particular n = mq gives, ||f — fm,|l < % And

therefore, for n sufficiently large, we have,

[ () = f (@) < [f(2n) = fomo (@) [+ | fino (€n) = fomo ()] 4 [ fimo () = f ()]
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S € €
which implies [ f(zn) = f(2)] < 5 4 | fimo(2n) = fna ()] + 5
and hence |f(z,)— f(z)] < §+§+§ =€ as fm, € C[0,1] and z,, — =
So, f(x,) — f(z) if £, — x which implies f is continuous and we
are done. Thus, the Cauchy sequence {f,} in C[0,1] is convergent to
f € C[0,1]. Hence, C0,1] is a Banach space under defined norm.

Remark 4.3.1. From above Example 20, it is clear that in the space
C[0,1] under norm || = sup {|f(x)[},
z€[0,1]

fn—f

<= fu(z) — f(z) uniformly on [0,1]

<= Ve >0, 3 mp € N (independent of x) such that Vz € [0, 1] and
Vn = myg, we have, |f,(z) — f(x)] <€

You can generalize above Example 20 to get the following results.

Theorem 4.3.2. Prove that the vector space Cla,b] = {f : [a,b] —
R(or C)| f is a continuous function} over R(or C) is a Banach space
under norm ||f]| = sup {|f(x)|}.

z€la,b]
Proof. Left to the reader. O
Theorem 4.3.3. Prove that the vector space C'(X) over R(or C) is a
Banach space under norm || f|| = sup{|f(x)|} where X is a compact
space. el
Proof. Left to the reader. O

Example 21. Show that the vector space R = {z|z € R} over R is a
Banach space under the norm ||z|| = |z|=absolute value of = € R.

Solution: Refer Example 6 of previous chapter to show that R is a
normed space under defined norm.
Claim: Every Cauchy sequence in R is convergent in R.

Let {z,,} be a Cauchy sequence. Then for any ¢ > 0 3 ng € N such
that VYn, m > ny we have |z, — x| < ¢ «—(1)
{z,,} being Cauchy, is bounded and hence {z,} has a convergent sub-
sequence {z,, } +— (using Bolzano Weirstrass theorem)
So suppose {x,, } converges to ! € R. Then 3 ky € N such that Vk > ko,
we have, |z,, —I| <35 «—(2)
Note that n, > k > kg
Choose p=max{kg,no}. Then p > ko and p > ng Vn,m > p using (1),
we have, |2, — zp,| < § +—(3)
Vk > p using (2), we have, |z,, —[| < §

So in particular, for k=p, we have, |z, — | < §
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Now, in particular, for m=n, > p, Vn > p by (3), we get, |z, —z,,| < §
Consider |z, — | =[(zy, — zn,) + (25, = )| < |20 — 2, | + |70, — l|
<s5+5 VYn >p
Ve > 0 there exists p € N such that Vn > p, we have, |z, — ] <€
Thus, the Cauchy sequence {z,} in R is convergent in R and hence R
is a Banach space under defined norm.

Example 22. Show that the vector space C" = {(z1,--- ,2,) | z; € C}

n 1/p

over C is a Banach space under the norm ||z|| = (Z |xi|p> where
=1

1<p<oo. '

Solution: Refer Example 8 to show that C" is a normed space under
defined norm. Now, consider a Cauchy sequence {z,,} in C". As z,, €
C" is an n-tuple, denote z,, = (xY"),--- x&m)) Let € > 0. Then
{z;,} being a Cauchy sequence, 3 my € N such that V [,m > mg, we

have, ||z, — xl|| < € which implies ||(x§m) — xgl), coztm — 2Oy =
1/p

(Z |m — x ) <€ — ()

Eq.(%) implies that |x§m)—x§l)| <e Vim>mgand Vi=1,---,n

This shows that for fixed but arbitrary i, {xﬁ’”)} is a Cauchy sequence in
C. As every Cauchy sequence in C is convergent, {xlm} must converge,
say to, z; € C. Thus lim x()—zieC Vi=1--,n — (%)

r—>00

Making | — oo in Eq.(x) and then using Eq.(*x), we get, V m > my,
n 1/p
(Z|x§m) — zi|p) < € which implies ||z, — z|| < € where z =

1=
(21, ,2,) € C". It follows that the Cauchy sequence {z,,} in C"
is convergent to z € C". Hence, C" is a Banach space under defined
norm.

Example 23. Show that the vector space C"* = {(z1, -+ ,z,) | z; € C}
over C is a Banach space under the norm ||z|| = maz{| z1 |, -+ ,| xn |}
(This norm is referred as ||zl on C").

Solution: Refer Example 9 to show that C" is a normed space under
defined norm. Now, consider a Cauchy sequence {z,,} in C". As z,, €
C" is an n-tuple, denote z,, = (xgm), - ,x%m)). Let ¢ > 0. Then
{z,,} being a Cauchy sequence, 3 mg € N such that V I,m > my,
we have, ||z, — 2;]| < € which implies ||(:1c§m) - :Egl), O =
maz{]ai™ —a’|, - o 2]} < e — (%)
Eq.(%) implies that |x§m)—x§l)| <e Vim>mgand Vi=1,---,n
This shows that for fixed but arbitrary 1, {xﬁ’”)} is a Cauchy sequence in
C. As every Cauchy sequence in C is convergent, {xlm} must converge,

say to, z; € C. Thus l1mx)—zi€(c Vi=1--,n — (%)

r—>00

Making [ — oo in Eq.(x) and then using Eq.(*x), we get, V m > my,
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mam{|x§m) — 2], |2 — 2|} < e which implies ||z, — 2| < € where
2= (21, - ,2,) € C". It follows that the Cauchy sequence {z,,} in C"
is convergent to z € C". Hence, C" is a Banach space under defined
norm.

Example 24. Show that the vector space C"* = {(z1,--- ,z,) | z; € C}
1/2

over C is a Banach space under the norm ||z|| = (Z |xl\2>

i=1

Solution: Left to the reader.

Example 25. Let 1 < p < oo. Show that the sequence space [P =

{{xl,--- Tyt ) Z | z; [P< 00 and x; € (C} over C is a Banach
e 1/p

space under the norm ||z|| = (Z |xi|p> :

i=1
i=1
Solution: Refer Example 10 to show that [? is a normed space under
defined norm. Now, consider a Cauchy sequence {xm} inl?. Asx,, € [P,

denote z,, = {z\™, -+, 2™, Wherez | 2™ P< 00 . Let € > 0.
Then as {z,,} is a Cauchy sequence, 3 my E N such that V I, m > mg, we
have, ||z, — 2;|| < € which implies [|[{z{™ — 2" ... 2™ —20 ..y =
(i |x§m) — xl(-l)|p) " < e. — (%)
EqZ:(jk) implies that |z{™ — 2| < ¢ VI,m>my and Vi

This shows that for fixed but arbitrary i, {xgr)} is a Cauchy sequence in
C. As every Cauchy sequence in C is convergent, {xlm} must converge,
say to, z; € C. Thus lim :EET) =z €C Vi — (%)

T—>00

k
From Eq.(x), it is clear that, V k € N, Z ]xgm)—xgl)\p < e’ VI,m>my.

=1

Making [ — oo and then using Eq.(xx), we get, (Z \:c _Zz|p) < P

Y m > myg. Further, making k — oo, we get, (Z \xz(m — zi|p) <P

V' m > mg. This implies that (z — z,,) € [P where z= {z1,+ ,2n, -+ }-
So, z = ((2 — @) + ) € IP.

e 1/p
Now, |z — 2 = (Z 2™ — |) < V> mo. Tt follows that

the Cauchy sequencei{xm} in [P is convergent to z € [P. Hence, [? is a
Banach space under defined norm.
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Example 26. Show that the sequence space [P = {{xl, Cee Tyt }|Sup
{Jz1 ],- | @n |y} < 00 and z; € C} over C is a Banach space
under the norm ||z|| = sup{| z1 |, ,| xn |, -}

(This norm is denoted as ||z||o on (7).
Solution: Left to the reader.

To show that the normed space LP(E) is a Banach space, we first
prove characterization of a Banach space in the forem of lemma, for
which you are introduced with following terms.

Definition 4.2. A sequence {z;} in a normed space (V, || ||) is said to

be summable to the sum s if the sequence {s,} of the partial sums of

the series E xy converges to s € V. ie. ||s, —s|]| — 0 asn — oo.
k=1

oo
In this case, we write, s = Z Tk.
k=1
Definition 4.3. The sequence {2} in a normed space (V, || ||) is said
o0
to be absolutely summable if Z |z < oo.
k=1

Lemma 4.3.1. A normed space (V,|| ||) is a Banach space if and only
if every absolutely summable sequence in V' is summable.

Proof. Let the normed space (V.|| ||) be a Banach space. Consider an

absolutely summable sequence {zy} in V. Then Z ekl = M < o0
k=1

where M > 0. Thus, V € > 0, 3 7 € N such that Z |lzx]| < e. So, if
k=r

n o
Sy = Zxk is n'* partial sum of the series Zwk then Vn >m > r,

k=1 k=1
n n

(o)
S ol < 3 Mol < Sl < e It
k=r

k=m+1 k=m+1

we have, ||s, — sm| =

o0

follows that, the sequence {s,} of partial sums of the series Z Tk is a
k=1
Cauchy sequence in Banach space V' and hence must converge to some

element; say s € V. Thus, {z;} is summable in V' and we are done.
Conversely, in a normed space (V|| ||), assume that every absolutely

summable sequence in V' is summable. Consider a Cauchy sequence

{zx} in V. Then, for each k € N, 3 n; € N such that V n,m > ny, we

have, ||, — x| < 5 — (%)
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Choose ny such that ng 1 > ng. Then {z,, } is a subsequence of Cauchy
sequence {x,}.
Define y; =z,

Y2 = Tny — Ty
Yk = :U’nk - xnk,1

. 1
Then as ny > ni_1, by (x), we have, ||yx|| < —— where k£ > 1.

ok—1
Consider the series Z Y. Its k" partial sum is s, = Z Yi = Tp,. As
k=1 '
Z is a geometric series with first term 0.5 and common ratio 0.5,
k=2
= 1 0.5
e have = = 1.
w Ve, Z 2k—1 1-05

NowZ el = ||y1||+2 el < ||y1||+2 = Il 1= M < 00

Wthh 1rnphes that the sequence {yr} is absolutely summable and hence
summable (by hypothesis). So, the sequence {s;} converges to some
s € V and hence the subsequence {z,,} is convergent. By Theorem
3.4.6, it follows that, the Cauchy sequence {x,} in V is convergent.
Therefore, the normed space (V|| ||) is a Banach space. O

Recall the following results which you studied in measure theory.
Fatou’s Lemma : Let {f,} be a sequence of non-negative measurable

functions and lim f, = f a.e. on E. Then / f < lim fn

n—aoo E n—:oo

Lesbesgue Dominated Convergence Theorem : Let g be an (Les-

besgue) integrable function on E. Let { f,} be a sequence of measurable

functions such that |f,| < g on E and lim f, = f a.e. on E. Then
n—m—o0

[ £=tm [ 1,

Example 27. Let 1 < p < co & E be a (bounded closed interval in R)
measurable set. Show that the vector space LP(E) = {f : E — R|f
is Lebesgue measurable function on F and | f | is Lebesgue integrable

1/p
over E'} over R is a Banach space under norm || f||, = (/ | f 1P > :
E

(This norm is referred as p-norms on LP(E)).
Solution: Refer Example 12 to show that LP(E) is a normed space
under defined norm.

Consider an absolutely summable sequence {f;} in LP(FE). Then
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Z | fxllp, = M < oo where M > 0.

1. Define a sequence {g,} of functions where g, (x Z | fiel-

Clearly, for each x, {g,(z)} is an increasing sequence of (extended)
real numbers and 3 some (extended) real number g(x) such that
gn(x) — g(z) VreE

2. The function g is measurable, since the functions g,(z) are mea-
surable.

3. By Minkowski’s inequality (for finite sums) in Lemma 3.3.3, we
have,

”gan =

< Z | fxll, < M and hence /E \gn|? < MP
k=1

p
4. As g, =2 0and lim ¢? = ¢g?, by Fatou’s lemma, we have,
n—o0

/gghm/p<Mp

n——aoo E

It follows that ¢” is integrable and hence g(x) is finite a.e. on E.

5. Thus, we find that, for each z, for which g(z) is finite, the se-
quence {f,(x)} is an absolutely summable sequence of real num-
bers and therefore, must be summable to a real number, say s(x).

6. Define s(z) = 0 for those x where g(z) = oco. Then, the function

s so defined is the limit a.e. of partial sums s,(x) = Z fr(x)

i.e. s,(z) — s(x) a.e. Hence, s is a measurable function.
(note that |s,(z) — s(z)[" — 0 a.e. ¥V z)

n

7. Clearly, |s,(x Z |fx(2)] = gn(z) < g(x). Thenas g € LP(E),

we have, s € LP(E). <— since, if h € LP & |f] < |h| then f € LP.

8. It is easy to see that |s,(z) — s(z)P < 2P (g(z))?.
9. As 2PgP is an integrable function and |s,(x) — s(z)|P — 0 a.e.
vV x, by Lesbesgue Dominated Convergence Theorem, we have,

[ |$n — s — 0 and hence ||s,, — s, — 0
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10. So, the sequence {s,} of partial sums of series Z fr converges to

k=1
s € LP(FE). i.e. the absolutely summable sequence {fi} in LP(E)

is summable in LP(E).

Thus, by Lemma 4.3.1, LP(FE) is a Banach space under defined norm.

Example 28. Let E be a (bounded closed interval in R) measurable
set. Show that the vector space L*(F) = {f : E — R|f is a mea-
surbale function on E and ess sup|f| < oo} over R is a Banach space
under norm || f|le = ess supg|f(z)| =inf{m > 0| |f(z)] < m a.e. on
Solution: Refer Example 13 to show that L>°(E) is a normed space
under defined norm.

Consider a Cauchy sequence { f,,} in L>*(E). Then |f,(x)— fm(z)| <
| fr. — finlloo €xcept on a set A, C [a,b] = E with m(A, ) = 0.

If A= UpmAnm then m(A) = 0 and [f.(z) — f(@)] < | fn — finlloo
V' n,m and Vo € (£ — A).

Therefore, it follows that, {f,} converges uniformly to a bounded
limit f outside A and the result is proved by observing the fact that
the convergence in L*(F) is equivalent to uniform convergence outside
a set of measure zero.

Thus, as {f,} — f outside A, we have, L>°(F) is a Banach space
under defined norm.

The Examples 27 and 28 are well known by following theorem.

Theorem 4.3.4. Riesz-Fischer theorem:
For1 < p < oo, LP spaces are Banach spaces.

Proof. Combine the answers to the Examples 27 and 28. O

Now, you will see next two results related to quotient space.

Theorem 4.3.5. Let M be a closed subspace of a Banach space (V. || ||).
For each coset x+M in quotient space V/M, define ||x+M|| = inf{||z+
ml|| | m € M}. Then V/M is a Banach space under the norm ||z + M||.

Proof. Refer Theorem 3.4.3 to show that V/M is a normed space under
defined norm. Now, let {s, + M} be a Cauchy sequence in V/M. Then
s, € V. We know that, a Cauchy sequence is convergent if and only if
it has a convergent subsequence. So in order to show that {s, + M} is
convergent, it is sufficient to show that it has a convergent subsequence.
We construct a subsequence in the following manner:

1
As {s, + M} is Cauchy, given ¢ = 3 > 0, 3 ny € N such that

1
V n,m > ny, we have, ||(s, + M) — (s, + M)|| < e= 5
Set s, =x1 € V.
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1
Similarly, € = 2 > 0, 3 ny € N with ny > ny such that V n,m > nq,

1
we have, ||(s, + M) — (s, + M)|| < e = 2
Set s, = x5 € V.

In general, having chosen x1,--- ,x; and nq,--- ,ng, let ngqy > ng be
1
such that ¥ n,m > ng, we have, ||(s, + M) — (s;m + M)|| < e= PYEs]

Set Sp,, = Tpy1 €V
Thus, we have obtained a subsequence {x;+ M} of {s, + M} such that

1
]|(xk+M)—(xk+1+M)||<? for k=1,2,---
Claim: This subsequence converges to an element of V/M.
1
Let y; € 21 + M. Choose ys € 29 + M such that ||y; — y2|| < 3
1
Next, choose y3 € x5+ M such that ||y2 — ys|| < 2 Continuing this
process, we obtain a sequence {y,} in V' such that ||y, — yn+1]] < o
< €.

Note that given € > 0, we can choose my € N so large that o1

Then for n > m > mgy, we have,
[Ym = Ynll = [[(¥m — Ymi1) + Ymi1 = Yma2) + -+ (Un-1 — y0) ||
< ”(ym - merl)” + ||<ym+1 - ym+2)H e H(ynfl - yﬂ)H

n

1 1 ) . .
< ;1 E = om—1 ,belng a geometrlc series
1
< 2m0—1
<€

. {yn} is a Cauchy sequence in Banach space V' and hence 3 y € V
such that ||y, — y|| — 0 as n — 0.
Consider ||(zn + M) — (y + M)|| = |[(zn —y) + M|
— inf{ll(@, — ) +mll | m € M}
<|l(@n—y)+mll VmeM
As y, = x, + m, for some m, € M, we conclude that,
[(@n + M) = (y+ M)|| < llyn =yl — 0 asn — oo.
= T, + M —y+MecV/M
— The Cauchy sequence {s,, + M} has a subsequence {x, + M}
which is convergent in V/M.
= The Cauchy sequence {s,, + M} is convergent in V/M.
— The normed space V//M is complete and we are done. O

Theorem 4.3.6. Let M be a closed subspace of a normed space (V, ||.]]).
If M and V/M are Banach spaces then V is a Banach space

Proof. Consider a Cauchy sequence in V. Let ¢ > 0 be given. Then 3
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no € N such that Vm,n > ng, we have, ||z, — z,,|| < e. Also, {z, + M}
is a sequence in V/M.
Consider ||(x, + M) — (zy, + M)|| = [(zn, — xm) + M|
= inf{l[(xn —zm) +y| |y € M}
<@ —an) +yll YyeM
But y =0¢€ M. So, |[(z, + M) — (21 + M)|| < [[(x, — z)|| < €
VYm,n > ng. This implies that {x, + M} is a Cauchy sequence in
Banach space V/M and so it must converge to some z+ M € V/M for
some z € V. Hence ||(z,, + M) — (z 4+ M)|| = |[(xn, — 2) + M| — 0 as
n — oo
Now, for each n € N, 3 y,, € M such that
[z = 2+ M| = inf{[[(zn = 2) + yall | yn € M} <|[(xn — 2) + ynl and

1
thus ||z, — 2z + M|| < [[(x, — 2) + yu|| + -

Consider [|y, — yml = [(zn — 2+ yn) = (Tm — 2+ ym) — (20 — 20|
Sl = ymll < (@0 = 2+ ya) |+ [[(@m = 2 4+ y) | + ([ (20 — 2m) || and
thus ||yn — Y|l < |20 — 2wl < € ¥m,n > ng. This implies that {y,}
is a Cauchy sequence in Banach space M and so it must converge to
some y € M. Hence y, — y in M as n — oo.

Now, since as n — oo, we have ||z, — z + y,|| — 0 and hence
Tn — (2 —yp) in V. So, nh—1>nooxn:nli—1>noo<z_yn) =z—y=x€eV.

.. the Cauchy sequence {x,} in V is convergent to x € V. Hence V is
complete and we are done. O

This section is concluded with following result.

Theorem 4.3.7. Fvery complete subspace of a normed space is closed.

Proof. Consider a normed space (V/, ||.||). Let M be a complete subspace
of V. Let z be any limit point of M. Then V n € N, the open ball

(A0

than z. So, 3 y1,¥2,* ,Yn, -+ in M such that

1
r —z|| < — p must contain atleast one point g, other
Y
n

lyr — 2] <1
1
ly2 — 2| < 5
1
g — 2] < =
n

Claim: the sequence {y,} of points in M converges to z.

1
Let € > 0. Choose m € N such that — < e. Then
m

1 1
V' n > m, we have, ||y, —z|]| < — < — <
nom
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Thus, Ve > 0, 3 m € N such that ||y, — z|| <e YVn>=m
— the sequence {y,} converges to z. Hence the claim.
As every convergent sequence in a metric space is a Cauchy sequence,
the sequence {y, } is a Cauchy sequence in M. But, since M is complete,
we have, every Cauchy sequence in M converges to a point in M. So,
Yn — 2 implies z € M.

Thus, we have shown that, every limit point of M belongs to M
and consequently, M is closed. O

4.4 Equivalent Norms and
Finite-Dimensional Spaces

You have seen that there are many norms on the same finite di-
mensional vector space X. It is interesting to see that all these norms
on X lead to same topology for X, that is, the open subsets of X are
the same, regardless of the particular choice of a norm on X. In this
section, you will see the notion of equivalent norms and basic results
related to it.

Definition 4.4. T'wo norms || ||; and || ||2 on a normed space X are
said to be equivalent and written as || ||; ~ || ||2, if 3 positive real
numbers a and b (independent of x € X) such that

alzly <flzfle <Ozl VeeX

With little effort you can show that equivalent of norms is an equiv-
alence relation on the set of all norms over a given space.

Two norms || ||; and || ||z on a normed space X are equivalent if
and only if any (Cauchy) sequence in X converges with respect to || ||;
converges with respect to || ||2 and conversely.

From following result, you will come to know that although one can
define many different norms on finite dimensional linear spaces, there
is only one topology derived from these norms.

Theorem 4.4.1. On a finite dimensional normed space X, any two
norms are equivalent.

Proof. Let X be a finite dimensional vector space over F with dim (X )=n.
Then X = F", since if B = {vy, -+ ,v,} is a basis for X then each

x € X can be uniquely represented as x = E a; vj for some unique

j=1
scalars a; € F which gives an element 7 = (ay,--- ,a,) € F™.
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n 1/2
Now, by Euclidean norm in F", we have, ||Z|s = (Z |aj]2)
j=1

n n 1/2
and for each x = Zaj v; € X, define [[z|s = (Z |aj|2) . Then
J=1 j=1
1Z]l2 = 1|2
Suppose ||.|| is @ norm on X. Then, for each z € X,

n n n 1/2 n 1/2
S <ol ol < (Slelt) (Xlek)
j=1 j=1
n 1/2
If M = (Z ijH2> then M > 0 such that ||z|| < M ||z]s V2 € X
j=1

|z =
j=1 Jj=1

which gives the one half of the desired inequality.

Now, to establish the other inequlaity, define S = {Z = (a1, -+ ,a,) €
F"| ||z||]2 = 1}. Then S is closed and bounded, and hence is compact
(by Heine-Borel theorem) with respect to the Euclidean norm.

Define f : S — R as f(z) = ||z||. As B is a linearly independent
set and since € S, i.e.  # 0, all a; cannot vanish simultaneously on
S so that f(z) >0on S.

Clearly, |f(z) — f(7)] = |[[x]l — ||y||‘ < e =yl < Mz = ylla.

It follows that f is continuous on S. Thus, f is a positive valued
continuous function on the compact set .S and therefore, f attains its
minimum m > 0 at some point on the compact set S. Consequently,
whenever Z € S, we have, f(Z) = ||z|| = m.

Thus, for each 0 # u = (¢, -+ ,¢,) € F",

n —
lull =11 D¢ v = llal f(ﬁ) = m |[ally = m ull;
=1
Theréfore, 3 positive real numbers m and M such that
m ully < flufl < M lufly ¥ ueX
This implies that, any given norm ||.|| is equivalent to the 2-norm
|.]|2- Since, equivalence of norms is an equivalence relation, it follows
that any two norms on X are equivalent. O]

Now, you will see some immediate consequences of this theorem in
the form of following corollaries.

Corollary 4.4.1. If V is a finite dimensional normed space, then V is
complete.

Proof. Let V' be a finite dimensional vector space over F where F =
R or C with dim(V)=n > 0 and {e,--- ,e,} be basis for V. Then

each x € V can be uniquely represented as x = Zaj e; for some

j=1
unique scalars a; € F. It can be easily proved that ||z|lo = max |a;| is a
(2
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norm on V. This norm is called the zeroth norm.

Since, by Theorem 4.4.1, on a finite dimensional normed space V,
any two norms are equivalent, to prove V is complete, it suffices to
prove the completeness of V' with respect to this zeroth norm.

Let {y,} be any Cauchy sequence in V. Consider the i'" term of

n

this sequence {y, } which is y; = Z al(f)ek for some uniquely determined
k=1
scalars a\”, -+, a¥¥ in F.
Since, {y,} is Cauchy, we have, ||y — Ymllo — 0 as m,n — occ.

== Z <a,(€n) — a,(em)) ex|| —0 as m,n —>» 00.
k=1 0

= max |al(€") - algm)| —0 as m,n —» oo.

= |a,(€")—a,(€m)| —0 as m,n —» 00.
= {a,(gm)} is Cauchy sequence in F for k=1,--- ,n,
As F is complete, d scalars aq,--- ,a, in F such that

al™ — a, as m— oo — (%)

.. the Cauchy sequence {a,(gm) ~°_, converges for some a;, (k= 1,---,n).

Let y = Zak er then y € V. To show that y,, — y as m — o0,
k=1
let € > 0 be given. Then using (x), we get,

> (aém) —ak> ek
k=1 0
which implies y,, — y as m — o0

.. the Cauchy sequence {y,,} in V' converges to y € V and hence V is
complete. O

[4m=yllo =

= max |a§€m)—ak| — 0asm — o0

Corollary 4.4.2. If M s any finite dimensional subspace of a normed
space V', then M 1is closed.

Proof. Let M be a finite dimensional subspace of a normed space V. As
by Corollary 4.4.1, every finite dimensional normed space is complete,
we have, M is complete subspace of V. Further, as by Theorem 4.3.7,
every complete subspace of a normed space is closed, we have, M is
closed. ]

Now, you will see another interesting result (about closed subspaces)
in the form of lemma, which is due to the famous Hungarian mathe-
matician Riesz. This result/lemma is to prove very important theorem
that relates finite dimensional normed spaces with compactness of its
bounded subset.

Lemma 4.4.1. (Riesz Lemma): (F.Riesz, 1918)
Let M be a closed proper subspace of a normed space V and let a € R
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be such that 0 < a < 1. Then 3 a vector x, € V such that ||z,|| = 1
and ||z —z,]| >a VeeM

Proof. Let M be a closed proper subspace of a normed space V. Then
we have M = M and 327 € (V — M). ie. 21 ¢ M = M.
Define h = in]\f/[ |z — x| = d(x1, M). Then h < ||z — x4]| YV € M.
Tre
Clearly, h > 0 because h = 0 implies ; € M = M, a contradiction.
h
Let a € R be such that 0 < a < 1. Then — > h.
a

h
By definition of infimum, 3 zq € M such that ||xg — z1|| < —. Clearly,
a
1
To # x1. Further, as [|xg — 21]| > h > 0, we have, ——— > 0.
[0 — 1]
Define x, = LTI Phen z, € V such that ||z,|| = 1.
[0 — ]

T Zo

[ = || =

Let 2 € M be arbitrary. Then (||x1 — zo|| z+x0) € M as x,20 € M
T — +
l1 = 2ol 1 — ol

and hence ||(||z1 — o]  + x0) — 21]| = h.
1

Now,
= m”(”ﬂffl — Zo|| 4+ xo) — 1

h

>
|21 — o]

>a

Thus, 3 z, € V such that ||z,|| =1 and ||z — z,|| > a Ve e M. O

The Riesz Lemma 4.4.1 states that for any closed proper subspace
M of a normed space V, 3 points in the unit sphere S(0,1) = {x €
V| ||z]| = 1} whose distance from M is as near as we please to 1(but
not 1). There may not be a point, though, whose distance is exactly 1.

We conclude this section with the following required result, proved
using Reisz lemma.

Theorem 4.4.2. In a normed space (V,||.||), if the set S = {z €
V| ||z|| = 1} is compact then V is finite dimensional.

Proof. We know that, in a metric space, a subset is compact if and only
if every sequence has a convergent subsequence,

Let the set S = {z € V| ||z|| = 1} in normed space (V, ||.||) be com-
pact. Then every sequence in S must have a convergent subsequence.

Suppose, if possible, V' is not finite dimensional. Choose z; € S.
Then ||z{|| = 1.

Let V; be the subspace spanned by x1. Then V] is a proper subspace
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of V and V] is finite dimensional. It follows that V; is closed, since by
Corollary 4.4.2 if M is any finite dimensional subspace of a normed
space V then M is closed.

Applying Riesz Lemma 4.4.1 to this closed proper subspace V; of

1
V', we get, 3 x5 € V such that ||| =1 and ||zg — z|| > 3 Ve .

1
:>3a:265and||x2—x1||>§ as 11 € Vi.
Let V5 be the subspace spanned by x1, 2. Then Vj is a proper sub-

space of V' and V4 is finite dimensional. So, by Corollary 4.4.2, V5 is
closed. Applying Riesz Lemma 4.4.1 to this closed proper subspace V5

of V', we get, 3 x3 € V such that ||z3]| = 1 and ||z3 —z|| > B Vel

1
:>3x365and||x3—x2||>§ as o € Va.
Continuing this argument, we obtain an infinite sequence {xz,} of
1
vectors in S such that ||z, — x| > 3"

— the sequence {z,} can have no convergent subsequence, which con-
tradicts the hypothesis that, S is compact.

Hence, the assumption that V' is not finite dimensional must be
wrong and we msut have V' is finite dimensional. O]

4.5 Arzela-Ascoli theorem

You are already familiar with Bolzano-Weierstrass theorem which
states that every bounded sequence of real /complex numbers contains a
convergent subsequence. In this section, you will see something similar
is true for sequence of functions, but in connection with the additional
concept of equicontinuity.

Recall that the set C'(X) is the set of all K-valued continuous func-
tions on a compact metric space X where K = Ror C. For f,g € C(X),
let doo(f, g) = sup,ex{|f(z) —g(x)|}. It is easy to see that d is a met-
ric on C'(X) and is called as sup metric on C'(X).

In the metric space (X,d), for z € X and r > 0, recall, the set
B(z,r) = {y € X|d(x,y) < r}, called as the open ball about z of ra-
dius 7.

Also, recall that a subset F of a metric space X is said to be totally
bounded if Ve >0, 3 x1,--- ,x, € E such that £ C U}, B(z;, €).

Further, recall that for functions, f,, f € C'(X), we say that the se-
quence { f,,} converges uniformly to f on X if Ve > 0, 3 ny € N(depends
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only on €) such that V 2 € X, V n > ng, we have, |f,(z) — f(z)] <e.

Now, you will see two kinds of boundedness.

Definition 4.5. Let S be subset of C'(X). We say that S is pointwise
bounded on X if S is bounded at each x € X, that is, if 3 a finite-
valued function ¢ defined on X such that |f(z)| < ¢(z) V f € S.

Definition 4.6. Let S be subset of C(X). We say that S is uniformly
bounded on X if 3 a number M such that |f(z)] < MV f € S and
VarelX.

It is easy to see that a uniformly bounded subset S of C'(X) is
always pointwise bounded on X. The converse holds (as seen in Ascoli’s
theorem, the following result) under a certain condition which we now
introduce.

Definition 4.7. A subset S of C(X) is said to be equicontinuous at
x € X if for every € > 0, 3 0 > 0 such that for every y € X with
d(z,y) < ¢ and Vf € S, we have, |f(xz) — f(y)| < €, where 6 may
depend on z, but not on f € S.
Here d denotes the metric of X.

A subset S of C'(X) is said to be equicontinuous on X if S is equicon-
tinuous at every xz € X.

You can verify that the functions belonging to the equicontinuous
collection are uniformly continuous.

Example 29. Define a sequence {f,} on R by f,(z) = sin(z + n).
Show that the family {f,|n € N} is equicontinuous on R.
Solution: Note that |cosf| < 1 and for small 6, |sinf| < |6].

9 / R
Also, sin(n+ x) — sin(n+ z') = 2 cos (M) sin(x 5 : )

2
(=
sin
2

Let € > 0 be given and x € R. With 2/ € R,

Conisder
(Qn + x4+ > '
cos —

() = ful2')] = 2

2 |(59)]

~ |z - |

/N

If | — 2’| < =ethen |f,(x) — fu(2)] <eVneN.
Thus, the family {f,|n € N} is equicontinuous at x € R and hence is
equicontinuous on R.

A condition sufficient to ensure that a sequence of continuous func-
tions on compact space X has a uniformly convergent subsequence will
come out of the following result (which is known as Arzela’s theorem).
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Theorem 4.5.1. Let S be subset of C'(X) where X is a compact metric
space. Suppose that S is pointwise bounded on X and is equicontinuous
at every x € X. Then

(a) (Ascoli, 1883) S is uniformly bounded on X. In fact, S is
totally bounded in the sup metric on C(X).

(b) (Arzela, 1889) FEvery sequence in S contains a uniformly
convergent subsequence.

Proof. (a) Let € > 0. Since (X,d) is a compact metric space, we
have, 4 x1,--- ,x, € X and positive numbers 4, --,9, such that
X =U{B(x;,0;) | i =1,--- ,n}. So, to every z € X there corresponds
at least one z; with = € B(z;,d;). Also, since S is equicontinuous at
every x € X, Vf €Sand V x € X, we have, d(z,z;) < 9; (1 <i < n)
which implies |f(x) — f(x;)| < e. Further, since S is pointwise bounded
on X, S is bounded at each x € X. So, 3 M; < oo (1 < i < n) such
that |f(x;)| < M; Vf €S. Define M = max{Mi,---,M,} +¢e. Then
it follows that |f(z)] < M Vf €S and V 2 € X. Thus, S is uniformly
bounded on X.

Now, let Ey ={k e K| |kl < M} where K € R or C and for f €S,
define e(f) = (f(x1),---, f(zn)) € E},. It is easy to see that E}; is
totally bounded. Hence we can cover it by a finite union of open balls
of radius €, say Vi,--- , V. If j =1,--- ;mand V;N{e(f)|f € S} # 0,
choose f; € S such that e(f;) € V.

Claim: S is union of open balls of radius 5e about these fi,---, f,..
Let f €S. Then e(f) € V; for some j = 1,--- ,m. Since, e(f;) € V; and
the radius of VJs is €, we see that |f(x;) — fj(z;)| <2 Vi=1,--- n.

Now, each z € X belongs to some B(z;,d;),i = 1,--- ,n, which implies
|fi(x) = fi(zi)| < eand |f(z) — fla;)] <e
Consider

|f(@) = fj(@)| = [f(x) = f(z:) + f(2:) — fi(@) + fi(2:) — f(2)]
< |f(x) = fl)| + | f (i) = fi(xa)| + | fi () — f3(2)]
<€+ 2e¢+c¢

so that dw(f, fj) = sup,ex{|f(z) — f;(z)|} < 4e < Be.
This proves that S is totally bounded in the sup metric d.

(b) We prove (b) using the following results of metric space.

(i) The subset A of metric space X is totally bounded if and only if
every sequence of points of A contains a Cauchy subsequence.

(ii) The sequence {f,} in C'(X) converges to f € C(X) (with respect
to sup metric on C'(X)) if and only if {f,} converges uniformly to
fon X.

Consider a sequence {f,|f, € C(X), n =1,2,---} in S. Then by
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Ascoli theorem, {f,} C C(X) is totally bounded. Hence, by result
(i), {f.} has a Cauchy subsequence {f,, } (with respect to sup metric
on C'(X)). Since, by Theorem 4.3.3, C'(X) is complete , the sequence
{fn.} is convergent to some f € C(X). By result (ii), this implies that
{fn.} converges uniformly to f on X and we are done.

(b) (Alternative proof of (b) without using Ascoli theorem)
Consider a sequence {f,|f, € C(X), n =12,---} in S. Let A be a
countable dense subset of X. Then S is pointwise bounded on A.
Claim: {f,} has a subsequence { f,,, } such that {f,, (z)} converges for
every x € A.
Let {x;},7=1,2,3,--- be points of A, arranged in a sequence. Since,
{fn(x1)} is bounded, 3 a subsequence, which we shall denote by { f1 s},
such that {fi(z1)} converges as k — 0.

Now, consider sequences Sy, S3,93, -+, which we represent by the
array

Sy f1,1 f1,2 f1,3 f1,4
Sy f2,1 f2,2 f2,3 f2,4
Sy f3,1 f3,2 f3,3 f3,4

and which have the following properties:

(1) S, is a subsequence of S,,_1, for n =2,3,4,---

(2) {fux(z,)} converges, as k — oo

(3) Order in which the functions appear is the same in each sequence;
i.e., if one function precedes another in Sy, they are in same relation
in every S, until one or the other is deleted. Hence, when going
from one row in the above array to the next below, functions may
move to the left but never to the right.

We now go down the diagonal of the array; i.e., we consider the
sequence  P: f1,1 f2,2 f3,3 f4,4 ce
By (3), the sequence P(except possibly its first n-1 terms) is a subse-
quence of S, for n = 1,2,3,---. Hence, (2) implies that {f,.(z;)}
converges, as n — 0o, for every z; € A.

For convenience, put f,, = ¢g;. We shall prove that {g;} converges
uniformly on X.

Let € > 0 be given. As S is equicontinuous, choose § > 0 such that
d(xz,y) < 0 implies |f,(z) — fo.(y)| < € Vn. Since A is dense in X
and X is compact, 3 finitely many points x1,--- ,x,, in A such that
X =U{B(x;,0) |i=1,--- ,m}.

Since {g;(x)} converges for every x € A, 3ny € Nsuch that |g;(xs)—
gj(xs)| < e whenever i > ng, j > ngp, 1 < s <m.
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Also, if x € X then clearly, x € B(zs,d) for some s, so that |g;(z) —
gi(zs)| < € for every i. If i > ng and j > ng then it follows that

9i(%) — gj(7)] = |gi(%) — gi(xs) + gi(ws) — g5(xs) + gj(25) — g5()]
< |gz(x) - gz(xs)| + |gz(xs) - gj(xs)| + |gj(ﬂ?5) - g](l‘)|
<e+e+te

Thus, the subsequence {g;} of {f,} converges uniformly on X. O

4.6 LET US SUM UP

1. A Banach space is a normed space in which every Cauchy se-
quence is convergent. In other words, a Banach space is a com-
plete normed space.

2. Every Banach space is a normed space but a normed space need
not be a Banach space.

3. The normed space C[0,1] = {f : [0,1] — R| f is a continu-
ous function} over R is not a Banach space under norm ||f|| =

[ s

4. Prove that the vector space Cla,b] = {f : [a,b] — R(or C)| f is
a continuous function} over R(or C) is not a Banach space under

b 1/p
norm || f|| = (/ |f(E)P dt) where 1 < p < 00

5. The vector space C(X) = {f : X — R(or C)| f is bounded
continuous function on X'} over R(or C) is a Banach space under

norm || f|| = ig}gﬂf(l’ﬂ}'

6. The vector space R = {z|x € R} over R is a Banach space under
the norm ||z|| = |z|=absolute value of x € R.

7. The vector space C"* = {(x1,--- ,x,) | z; € C} over C is a Banach
space under the norms

n 1/p
<Z|xl|p) if 1<p<o0

[zl = § \i

max{|xy |,--- |z, |} if p=o0
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[e.o]

. The sequence space " = {{xl,--- Ly ) Z | z; P< oo and

=1

T; € C} over C is a Banach space under the norms

0 1/p
lell, = (Z‘x"'p> i 1<p <o
-

i=1
sup{\x1|,~~,|xn|,~~} if p=0a

. A sequence {z} in a normed space (V|| ||) is said to be summable

to the sum s if the sequence {s,} of the partial sums of the series
[e.e]

Zxk converges to s € V. ie. [|s, —s|| — 0 asn — oco. In
k=1

this case, we write, s = Z T
k=1
The sequence {z;} in a normed space (V|| ||) is said to be abso-
lutely summable if Z |zk]| < oc.
k=1
A normed space (V|| ||) is a Banach space if and only if every

absolutely summable sequence in V' is summable.

The vector space LP(E) = {f : E — R|f is Lebesgue measur-
able function on F and | f |P is Lebesgue integrable over E'} over
R is a Banach space under norms

1/p
1l = </E'f'p) i 1<p<oo

ess sup|f] if p=oo

where ess supgp|f(x)| = inf{m > 0| |f(z)| < m a.e. on E} and
L>*(F) = the class of all those measurable functions f defined on
E which are essentially bounded on E with ess sup|f| < oc.

(Riesz-Fischer theorem): L spaces are Banach spaces where
1 <p<oo.

Let M be a closed subspace of a Banach space (V| ||). For
each coset x + M in quotient space V/M, define ||z + M| =
inf{llx+m| | m e M}. Then V/M is a Banach space under the
norm ||z + M]|.

Let M be a closed subspace of a normed space (V/, ||.||). If M and
V/M are Banach spaces then V' is a Banach space.

Every complete subspace of a normed space is closed.
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17.

18.

19.
20.

21.

22.

23.

24.

25.

Two norms || ||; and || ||z on a normed space X are said to be
equivalent and written as || ||y ~ || ||2, if 3 positive real numbers
a and b (independent of x € X) such that

afzlly < flzfls <O flzfy Ve X

On a finite dimensional normed space X, any two norms are
equivalent.

If V is a finite dimensional normed space, then V is complete.

(Riesz Lemma): Let M be a closed proper subspace of a normed
space V and let a € R be such that 0 < a < 1. Then 3 a vector
x, € V such that ||z,]| =1 and ||z — z,]| > a Vz € M.

In a normed space (V,]|.||), if the set S = {z € V| ||z|| = 1} is
compact then V' is finite dimensional.

Let S be subset of C'(X). We say that S is pointwise bounded
on X if S is bounded at each x € X, that is, if 9 a finite- valued
function ¢ defined on X such that |f(z)| < ¢(z) V f € S.

Let S be subset of C(X). We say that S is uniformly bounded on
X if 3 a number M such that |f(z)| < MV feSandV z € X.

A subset S of C'(X) is said to be equicontinuous at = € X if for
every € > 0, 3 § > 0 such that for every y € X with d(z,y) < ¢
and Vf € S, we have, |f(x) — f(y)| < €, where § may depend on
x, but not on f € S. Here d denotes the metric of X.

Let S be subset of C'(X) where X is a compact metric space.
Suppose that S is pointwise bounded on X and is equicontinuous
at every x € X. Then

(a) (Ascoli, 1883) S is uniformly bounded on X. In fact, S
is totally bounded in the sup metric on C(X).

(b) (Arzela, 1889) Every sequence in S contains a uniformly
convergent subsequence.

4.7 Chapter End Exercise

. Show that the vector space C = {z|z € C} over C is a Banach

space under the norm ||z|| = |z|=absolute value of z € C.
Show that the vector space R" = {(x1,--- ,x,) | x; € R} over R is

n 1/2
a Banach space under the (Euclidean) norm ||z| = (Z \xf) .
i=1
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Show that the vector space R" = {(x1, -+ ,x,) | z; € R} over R

1/p
is a Banach space under the norm ||z| = (Z |:1cz-|p) where
=1
1 <p<oo. '

Show that the vector space R* = {(xy,--- ,z,) | z; € R} over R
is a Banach space under the norm ||z| = max{| 1 |,--,| =, |}

Show that the normed space C([a,b]) = {f : [a,b] — R|f is
b 1/2
continuous function} over R under the norm || f|| = ( / |f |2)

is not a Banach space.

Let (X, || |lx) and (Y, ||y) be normed spaces. Then prove that
X xY is a Banach space under the norm ||(z,y)|| = ||z||x + ||y]ly-

Let V be a non-zero normed space and let S = {z € V| ||z|| < 1}.
Prove that V' is complete if and only if S is complete.

Prove that every finite dimensional normed space is Banach and
hence deduce each finite dimensional subspace of a normed space
is closed.

Give a counter example to show that any two norms on an infinite
dimensional normed space are not equivalent.

Show that the p-norms on R™ are equivalent where 1 < p < oo.

Let M be a closed proper subspace of the normed space V. Then
prove that for every real number a > 0, 3 an element y € V with
lly|| = 1 such that ||z —y|| >1—aV z € M.

Let M be a closed proper subspace of a normed space V. Then
prove that for each a € (0,1), 3 a point z, in V' but not in M
(not necessarily unique) such that ||z,|| = 1 and dist(z,, M) =
inf ||z, —yll > a.

yeM

Let V be a finite dimensional normed space and r» > 0. Then
prove that the closed ball B[0;r] = {z € V| ||z|| < r} is compact.

Let V be a normed space such that the closed ball Bzg;r] = {z €
V| ||z — xo|| < r} is compact for some xy € V and r > 0. Then
prove that V' is finite dimensional.

Prove that in a finite dimensional normed space V', any proper
subset M of V' is compact if and only if M is closed and bounded.

Let V be a normed space. Prove that the closed unit ball in V' is
compact if and only if V' is finite dimensional.
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17.

18.

19.

20.

21.

22.

23.

Prove that a normed space V is finite dimensional if and only if
every bounded closed subset in V' is compact.

If M is a compact subset of a Banach space V then show that M
is also compact.

If M is any finite dimensional subspace of a normed space V', then
M is closed.

Let f, € C(X) for n = 1,2,3,--- where X is a compact metric
space. If {f,} converges uniformly on X then prove that {f,} is
equicontinuous on X.

If {f.} is a pointwise bounded sequence of complex functions on
a countable set E, then prove that {f,,} has a subsequence {f,, }
such that {f,, ()} converges for every z € E.

Let X be a compact metric space. Prove that a closed subspace
of C(X) is compact if and only if it is uniformly bounded and
equicontinuous.

Show that the family {sin nz}?2 | is not an equicontinuous subset
of C[0, 7).
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Chapter 5

BOUNDED LINEAR
TRANSFORMATIONS
AND DUAL SPACES

Unit Structure :

5.1 Introduction

5.2 Objective

5.3 Definitions, notations, theorems
5.4 Separable spaces

5.5 LET US SUM UP

5.6 Chapter End Exercise

5.1 Introduction

The bounded linear transformations on normed linear spaces are
important operators , that satisfy many properties as a function be-
tween two metric spaces like continuity and their collections B(X,Y)
can be made into a normed linear space under pointwise addition and
scalar multiplication.Completeness of the normed space B(X,Y) is in-
herited via the completeness of the space Y.The Dual space of X is a
complete metric space even if X is complete or not and hence it satisfies
the properties of being a complete space.The significance of dual spaces
of [P, L”,R™ is that it is useful to know the general form of bounded
linear functionals on spaces of practical importance.For Hilbert spaces,
Riesz’s theorem elucidates the form of such bounded linear functionals
in simple manner.The separable spaces are somewhat simpler than the
non separable spaces.The separability of the dual space X  implies that
the space X is separable.
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5.2 Objectives

After going through this Chapter, you will be able to
e Define a bounded linear transformations between two normed linear
spaces.
e Characterise the bounded linear transformations as continuous func-
tions
e Identify the algebraic structure of the bounded linear transformations
as normed linear space
e Define the dual space of X and describe its properties like complete-
ness and seperability

5.3 Definitions, notations, theorems

Definition 1: A metric space is a pair (X, d), where X is a set and
d is a metric on X, that is d is a distance function defined on X x X
such that for all x,y, zeX we have
(1) d is real valued , finite and nonnegative.
(2) d(z,y) =0 if and only if x =y
(3) d(z,y) = d(y, z)
(4) d(z,y) < d(z, 2) + d(z,y)
Example 1: FEuclidean space R™ with metric d defined as
d(x,y) = \/(xl - y1)2 +...t (xn - yn)Q
Example 2: Sequence space [*° with metric d defined as
d(x,y) = sup{lz; —yi - i = 1} 1
Example 3: [” space with metric d defined as d(z, y)=(>".°, |z;—vi[")?

Definition 2: Let X, Y be normed linear spaces and and T be a
linear transformation of X into Y then T is said to be bounded linear
transformation, if there exists a real number K > 0 such that

||T(x)|| < K||z|| for every xe X. The set of all continuous or bounded
linear transformations from X into Y is denoted by B(X,Y)

Example 1: The identity operator I : X — X defined by I(z) = =
on a nonzero normed space X is bounded linear operator with ||1(z)|| =
l|lz|| < K||z|| with K =1

Example 2: The 0 operator 0 : X — Y defined by 0(xz) = Oy is
bounded linear operator with ||0(z)|| = ||0y|| = 0 < 0||z|| with K =0

Now we shall see equivalent characterisations of a bounded linear trans-
formation T existing between two normed spaces.
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Theorem 5.3.1. Let X, Y be normed linear spaces and T is a linear
transformation of X into Y . Then the following statements are equiv-
alent

(1)T is continuous

(2)T is continuous at the origin, in other words T(x,)— 0 as x, —
0

(3)There exists a real number K > 0 such that ||T(z)|| < Kl||z|| for
every

ve X

(4) T carries the closed unit sphere in X to a bounded set in Y

Proof: (1) = (2)

Suppose that T is continuous . Since we have T(0)=0 , therefore T is
continuous at the point x=0. If T is continuous at the origin then x,
— z if and only if x,, —x —0. This implies that T'(x,, —2) —0.This
is true if and only if T'(x,) —T(x). So T is continuous.

(2) = (3)

Assume that for each positive integer n , we can find a point z, in X
such that ||T(x,)|| > n||z,||. This implies that ||T(x,/nz,)|| > 1. Put
Yn = Tpn/n||x,]|. Then observe that y, —0 as n — oo but T'(y,) 0.
Therefore, T is not continuous at the origin.This is a contradiction to
our hypothesis. Therefore There exists a real number K > 0 such that
IT(@)]| < K]Jz]| for every

reX

(3) = (4)

Let « be any point belonging to the closed unit sphere in X. This implies
that ||z|| < 1.Hence,by hypothesis ||T(z)|| < K||z|| < K. Therefore, by
definition, T carries the closed unit sphere in X to a bounded set in Y.
(4) = (1)

We first show that (4) = (3). If 2 = 0 then T'(x)=0, beacuse T is Linear
transformation. Hence ||T'(x)|| <K]||z||. If  #0 then x/||z|| = 1. Put
y = x/||z|| , then y belongs to the closed unit sphere and therefore by
hypothesis, ||T(y)|| <K for some real number K>0. This implies that
|| T(x/||z||) <K. Thus, ||T(z)| <K||z||. Therefore, ||T(z)|| <K||z||for
every x eX. Now, if z,, is any convergent sequence in X such that z,
— z, then ||T(z, — x)|| <K||z,, — z|| implies that T'(z,) — T(x) —0
as r, — ¢ —0. Hence T is continuous.

Note:(1) T is continuous iff T is bounded

(2) If T is continuous then T carries the closed unit sphere to a bounded
set in Y , in this case, we denote the norm of T by ||T’|| and it is defined
as

| Tl= sup { [|T()]] - ||| <1}

We also have ||T||= inf {K : K>0 and ||T(z)|| <K||z||. From this, we
conclude that ||T'(z)|| < ||T]] ||z|| for all =
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Now we shall see that B(X,Y’) forms a normed linear space and it
is complete , when Y is complete space.

Theorem 5.3.2. If X, Y are normed linear spaces, then B(X,Y) is
a normed linear space with respect to pointwise addition and scalar
multiplication and the norm defined as ||T||= sup { ||T(2)|| : ||z|| <1
}.Further, if Y is a Banach space then B(X,Y) is also a Banach space.

Proof: To show that B(X,Y) is a normed linear space, let T, U be any
two linear transformations belonging to B(X,Y), then T+U is defined
as (T'+ U)(z):=T(x) + U(x) and for any scalar « in F , we have («
T)(z):=a T(x).Therefore we have (U+T)(x,)=U(z,)+T(z,) and («
T)(xp):=a T(z,).

Therefore (T + U)(z,) —0 and (a T')(x,) —0 as z,, —0

Hence, T+U and oT both are continuous at the origin. This implies
that T+Ue B(X,Y) and aTe B(X,Y)

We have (T+U)(z)=T(z)+U(z)=U(z)+T(x)=(U+T)(x), therefore vec-
tor addition is commutative.

For any S,T,Ue B(X,Y), we have [(S+T)+U](z)=(S+T)(z)+U(x)=
S(z)+T(2)+U(z)=[S+(T+U)](x) for every x € X.Therefore, (S+T)+U=S+(T+U)
There exist 0 linear transformation in B(X,Y) defined as 0(z)=0y for
every x € X.

For every TeB(X,Y), there exist an additive inverse -T eB(X,Y) such
that T+(-T)=0.

we have (-T)(z)=-T(z) for every = eX.

Scalar multiplication is associative and distributive.For all o, 8 ¢ F and
T, U e B(X,Y), [a(fU)](z)=a(BU(z))=a fU(x)= (o B)U(z).This im-
plies that a(SU)=(a B)U. [(a+B)U](z)=(a+5)U(x)=aU(z)+LU(z)=(aU+L8U)(z).
Hence, (a+3)U=aU+pU. Now [o(T+U)|(z)=a(T+U)(z)=aT(x)+aU(z)=
(aT+aU)(z). Therefore, we have a(T+U)=aT+aU.

Further, we have (1.U)(z)=1.U(x)=U(z).Hence 1.U=U.

Now we shall show that for Te B(X,Y), ||T||=sup { ||T(z)|| : ||z|] <1
} is norm on the linear space B(X,Y).

(a) For every Te B(X,Y), we have sup { ||T(x)|| : ||z]| <1 }>0, there-
fore ||T|| >0

(b)||T||=0 if and only if sup { ||T(x)|| : ||z|| <1}=0. This is possible
iff ||7'(x)||=0. This is true iff T(x)=0 and therefore T=0.

O] aTll=sup { [[(@T)(I| - Ifell <1}=| o fsup { 7| : [lal] <1}=]
a | [|T]] for every a €F and For every Te B(X,Y)

(dl)l}!TJrUH: sup { [[(TH+U)X)|] : []| <1}=sup { ||T(z)+U(z)]| : [[]]
<

<sup { ||[T()[| H[U[| = [J«]] <13< sup { [|TE)]] :[|z]| <1}+sup {
UG ]| <1}=[IT[|+][U]]
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Therefore, ||T' + U|| < ||T||+]|U]]| for every T, U € B(X,Y)

Next, we show that B(X,Y) is complete, when Y is complete.

Let T,, be any Cauchy sequence of linear transformations in B(X,Y).
For any vector x ¢ X | we have ||T,,(z)-T.(2)||=|| (T, — Trn)(2)|| < ||
T.-T,, || —— 2 ||.This implies that {7},( )} is a Cauchy sequence
in Y.Since Y is Complete therefore, there exist a vector T(z) in Y
such that T,( z)—T(x) .This defines a function T: X—Y by =z
—T(x).This function is a linear transformation from X into Y , for
if x1,29 € X, we have T,(x1 + x2)=T,(x1)+T,(22) and T,(a )=«
T, (x).Hence T(z1+x2)=T(x1)+T(z2) and T(a x)=aT(z).Now we show
that T is continuous and 7,, —T as n — oo

It is enough to show that T is bounded linear transformation.
Consider ||T(x)[|=I] limn—oo Tn(x)||=limn oo [[Tn(x)[| < sup( [|T5]]
l|x||)= (sup||Tn||) [Ix||. Since the norms of the terms of the Cauchy
Sequence in a normed linear space is a bounded set, therefore there
exists K=sup||7},|| >0 such that

||7(x)|| <K ||x||.Hence, T is a bounded linear transformation.Now we
show that ||T,, — T'|| —0.Let ¢ >0 be any number , let N be a positive
integer such that n,m >N = ||T,, — T,,|| < e. Now, if ||z|| <1 and m,n
>N, then

| To@)Ton (@) =T To) @] < N1 To = Tl ]| < [T — Tl < €
Now hold n fixed and letting m — oo, we obtain

|| Tn(x)-Tin(2)|| — || Tn(x)-T(x)||. This implies that || T,,(z)-T(x)|| <
¢ for all n >N and every x such that ||z|| <1.Hence, ||T,, — T'|| < € for
every n >N.Therefore, we have ||T,, — T|| —0 as n — oc.
Definition 3: If X is any normed linear space then then the set of
all continuous linear transformations from X into R or C is denoted
by B(X,R) or B(X,C), according to X is real or complex vector space.
Denote it by X', it is called as the dual space of X.The elements of X’
are called as continuous linear functionals.

Note: (1) functional defined on normed linear space X is a scalar- val-
ued continuous linear functional defined on X.

(2) X' is a normed linear space with norm defined by

1 f]l:=sup{ 45 : & X, #0 Y=sup{ | f(x)[:[||| =1}

(3) Since R and C are complete normed linear spaces therefore X' is a
Banach space.

Definition 4: A bijective linear operator from a normed space X onto
the normed space Y is called as an isomorphism if it preserves the
norm, that is, for every = eX, ||T(x)||=||z||. In this case, X is said to
be isomorphic to Y and X,Y are called isomorphic normed spaces.

Theorem 5.3.3. The dual space of R™ is R"

Proof: R" is a normed linear space with the norm defined as follows:
For every x=(x1,%3,....z,)e R ||z||=\/2? + 23 + ... + 22. We recall
the theorem , which states that if the dimension of a normed linear space
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is finite, then every linear operator on X is bounded. Therefore, we have
R™ =R"*.Given any f e R" if {e}, e, ...,e,} is a standard basis for
R", then f(z) = f(xie1 + xoe2 + ... + Tpen)=> o Tif(ei)=> | TiVi,
where v;=f (e;) for every i.Therefore, by the Cauchy-Schwarz inequality

we have |f(2)| < 370, |voyl < (28, &) (20 99)2=llal| (01 78)'

Hence % < (3", 4)Y2 Now taking supremum over all z of norm

1, we get, ||f]] < (301, 7H)Y?, because of the equality obtained for
2=("Y1, V2, -, Yn) in the above inequality, we must have || f||=(>_1_, 42)'/2. This
implies that the norm of f is the Euclidean norm on R"”

Hence the mapping ¢: R® —s R", defined as O(f)=(71,72y,Yn) 18
norm preserving bijective linear map, hence it is an isomorphism.

Here, we shall try to identify dual spaces of some of the normed linear
spaces.

Theorem 5.3.4. The dual space of I* is [*°.

Proof: Consider a Schauder basis for I*, namely (ey), where ex=(dy;),
where 0p;=1 if j = k and &;;=0, if j # k.Then every = € ' can be
uniquely

represented as x=) - xj ez Let f € ' be any linear functional.
Since f is linear and bounded , therefore, we have f(x)=> ro, K Y,
where v, = f(ex).Here the v,=f(ex) are uniquely determined by f.
Also, [lex|[=1 and [y[=|f(ex) < [IfI[  llex||=|| ]| Taking supremum
on both th sides, we get, sup{|vx| : & > 1} < ||f]]...(1)

Hence, () € [°°. Further, if d=(d;) € [*° then define g on {! as follows:
g(x)=> "7, )0k, where z=(xy) € ['. Observe that g is linear as well
as bounded map, because we have

9(x)] < 3702 zwllon] < sup{|ox] = k > 1} D72, |zx|=[|2|| sup{|ox| :
k > 1}.Hence g ¢ ['.Finally, we prove that the norm of f is the norm
on the space [°°.Since we have, f(x)=Y .-, Yk, where 7, = f(ex),
therefore,

@)= S5 ol < sup{iul + b = 13 55, foel=lall sup{l < s >
1}.Thus, we get

% < sup{|y| : k > 1}.Taking supremum over all x of norm 1, we
get, ||f]| < sup{|yk| : k > 1}...(2). From (1) and (2), we conclude that
|| fl|l=sup{|yk| : & > 1}, which is the norm on [*°.This shows that the
bijective linear mapping of ' onto [*® defined by f — (73) is an
isomorphism.

Theorem 5.3.5. The dual space of IP isl? for 1 < p < oo and %+% =1

Proof: A Schauder basis for 7 is (ey), where e, = (dx;). Then every x
€ [? has a unique representation z=y ;- zxe,. Let f € I”, since f is
linear and bounded, therefore f(z)=>".", x)y, where y=f(eg)...(*)

Let ¢ be the conjugate of p and define yn:(ﬁ,in)) with B,&n):%, if k
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< n and 7, #0 and ﬁ,gn):O, if K > n or 7, = 0. By substituting this in
(%) we get,

F () =201 B =t Pl

Using the definition of 8} and (¢ — 1)p = ¢, we obtain,

S () < LIl =T (2220 B P P=IA1 (0 el 07 =
I 2y [l )P

Hence, £(yn)=3"0, [l? < [LFIl (S5, Iwl®) 7 Therefore,

O D=0 ] D)9 < || f|]-Since n was arbitrary, there-
fore letting n — 0o, we obtain (350 | ||V < || £]]...(**)

Hence (yx) € 9.

Conversely, for any (1) € 19, we can define corresponding bounded
linear functional g on [P as follows:

9(x)=g(Vr)=>_re; Yrnk, where x=(¢p;) € . Then by the Holder in-
equality, we have

9(@) =1 S5, el < (5, ) (S35, )Y/, Thus g is linear
and bounded. Hence, g ¢ [P .Now, we prove that the norm of f is the
norm on the space 1. therefore, | f(x)|=| > 70, xpyi] < (Oopey [2x]P)V/P
(55 el a=lal] (35 el .

Therefore, we have |]‘c|(xx”) L < (32, [el9)Y9.Now taking supremum over

all z of norm 1, we obtain , || f]| < (3 r, [7%]9)Y?. From (**), we have

1 11=(20s el ) e ,
Therefore, the mapping of [? onto (9 defined by f — () is linear,

bijective and norm preserving. Hence it is an isomorphism.

Its practically important to know the general form of bounded linear
fucntionals on various spaces.For general Banach spaces, such formulas
and their derivation can sometimes be complicated. But, for Hilbert
space the situation is simple as described by the following result:
Representation of functionals on Hilbert spaces:

Riesz’s representation of bounded linear functionals on Hilbert spaces:

Theorem 5.3.6. Fvery bounded linear functional f on a Hilbert space
H can be represented in terms of an inner product as follows:
f(x)=< x,z >, where z is uniquely determined by f and ||z|| = || f]]-

Proof: We prove the following claims
(a) f has representation as f(z)=< z,z >
(b) z is uniquely determined by f

() [=[I=I11]
(a) If f=0 then f(x)=0=< z,0 > and ||z||=]||f||=0 for z=0. There-

fore, assume that f #0. In this case, z #0 since, otherwise f=0. Now
< x,z >= 0 for every x in the nullspace of f, denoted by N (f).So, con-
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sider N'(f) and its orthogonal complement A" (f)+. Since f is bounded
functional, therefore N(f) is a closed vector subspace of H.Further f
#0 implies that A'(f)#H. So that A/ (f)* 0 by the following theorem:
Let Y be any closed subspace of a Hilbert space H .Then H=Y® Y+
Hence N (f)* contains some zy #£0.Put v = f(z)z0 — f(20)z; where, z
¢ His arbitrary.Applying f, we obtain f(v)=f(z)f(z0) — f(20)f(2)=0.
This shows that v e N (f)

Since zo L N (f), we have 0=< v, z9 >=< f()z0 — f(20)x, 20 >
=f(z) < 20,20 > —f(20) <z, 20 >=f(2)||20]|* = f(20) < x, 20 >

Since ||29||> #0, we can solve for f(z).The solution is given by

f(a:):% < x,zg >. Therefore

z:%zo. Since x was arbitrary , therefore f(z)=< x,z >.

(b) We prove that z is uniquely determined in (a). Suppose that for
all z e H, f(z)=< 1,21 >=< 2,29 >. Then < z,2; — 2o >= 0 for all
x.Choose & = z1 — 23, we have < x, 21 — 25 >=< 21— 29, 21 — 23 >=||21—
29)?=0.

Hence z; — 2o = 0, this implies that z;=29

(c) Now we show that ||z||=||f||. Assume that f #0 then z #0

Put z = z in f(z)=< z,z >. This implies that ||z||*=< z,2 >=f(2)
< |I/11 =]

Dividing by ||z|| #0, we get ||z]| < ||f]|- It remains to show that

£l < ||z]|, from Schwarz inequality, we have |f(z)|=| < z,z > | <

[|[]]]=]]
This implies that ||f||=sup{| < x,z > | : ||z]| = 1} < ||z||.-Hence
LA1I=11=]]-

Definition 5: Let (X, A, ) be measure space and 1 < p < 00.The
space LP(X) consists of equivalence classes of measurable functions
f X — Rsuch that [|f|" du < co , where two measurable func-
tions are equivalent, if they are equal p a.e.The LP norm of felLP(X) is

defined by [|f[|zo = ([ |f1"dp)"/?

We say that f, — f in LP if ||f — fu||zr — 0.For example, the
characteristic function xg of the rationals on R is equivalent to 0 in
LP(R)
Example 1: If N is equipped with counting measure, then LP(N) con-
sists of all sequences {z,eR : neN} such that Y 7 |z,|P < co with
norm

||(xn>||LP = (Zzozl |{L‘n|p)1/p

Definition 6: Let (X, .A, i) be a measure space.The space L>(X)
consists of pointwise a.e.- equivalence classes of essentially bounded
measurable functions f : X — R with norm ||f||z~=ess sup |f],
where for any measurable function f : X — R, the essential supre-
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mum of f on X is
ess sup f=inf{aeR : p{zxeX : f(z) > a} = 0} , equivalently
ess sup f=inf{sup ¢g: ¢ = f pointwise a.e}

Now we shall establish the isomorphism between L?(X) and the dual
space of LP(X) for 1 < p < oo.

Proposition 5.3.1. Suppose that (X, A, u) be a measure space and
1<p<oo. If f e LYX), then F(g)=[ fgdu defines a bounded linear
functional F: LP(X) — R with ||F||;» =||f||ce. If X is o-finite then
the same results hold for p = 1.

Proof: Using Holder’s inequality, we have for 1 < p < oo that

|F(9)| < ||f|lze |lg||c»-This implies that F' is a bounded linear func-
tional on L with ||F||;» < ||f||Le.In proving the reverse inequality, we
may assume that f #0, otherwise the result is trivial.

First assume that 1 < p < co.Let g = (sgnf)(Hf‘ﬁLq )P, then, g € LP,

since f € L7, and ||g||z»=1.Also, since =¢—1, F(g):f(sgnf)f(l‘f‘ﬂq a1
dp=|f1| Lo

Since ||g||z» = 1, we have ||F||;» > |F(g)| so that ||F||;» > ||f]|Ls-

If p = 00, we get the same conclusion by taking g=sgn(f)eL> . Therefore,
in these cases the supremum defining ||F||;,s is actually attained for
suitable function g.

Now, suppose that p =1 and X is o-finite. For ¢ > 0,

let A= {zeX :|f(x)| > ||f||lz — €}. Then 0 < u(A) < co. Moreover,
since X is o-finite, there is an increasing sequence of sets A,, of finite
measure whose union is A such that p(A,) — ©(A), so we can find a
subset BCA such that 0 < u(B) < co.

Let g=sgn(f) %. Then ge L'(X) and ||g||;:=1 and

F(g) = ﬁmedu > ||flle= — €. This implies that , ||F||; >
| f|lL= — € and therefore we have ||F||;1+ > ||f||r~, this is because €
was arbitrary.

This result shows that the map F:L9(X) — LP(X)' defined by F(g)=[ fgdu
is an isometry from L? into L¥'

F'is onto, when 1 < p < o0, so that every bounded linear functional
on LP arises in this way from an L? function.

Theorem 5.3.7. Let (X, A, 1) be a measure space.lf 1 < p < oo then
F:LU(X) — {P(X) defined by F(g)=[ fgdu is an isometric isomor-
phism of LY(X) onto the dual space of LP(X).

Proof: Suppose that X has a finite measure and let F:LP — R
be a bounded linear functional on LP(X). If A €A, then x4 eLP(X).
Since, X has finite measure, define v : A — R by v(A4) = F(xa). If
A=JZ, A, is a disjoint union of measurable sets , then xa=>".", x4,
and the dominated convergence theorem implies that
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lIxa — >y Xa;llze — 0 as n — oco.Hence, since F' is continuous
linear functional on LP,

V(A) = Flxa) = P02, xa) =Y, Flxa)=Y5, v(A). This im-
plies that v is a signed measure on (X, .A).

If u(A) = 0, then x4 is equivalent to 0 in L” and therefore v(A) = 0,
by the linearity of F.Thus v is absolutely continuous with respect to p.
By the Radon-Nikodym theorem,that is stated as follows:

Let v be a o—finite signed measure and p be a o— finite measure on
a measurable space (X,.A).Then there exists unique o— finite signed
measures v,, Vs such that v = v, + v,, where v, << p and vy L p.
Further, there exists a measurable function f : X — R uniquely de-
fined upto p a.e. equivalence, such that v,(A4) = | 4 fdp for every AeA,
where the integral is well defined as an extended real number.

The decomposition v = v, + v, is called the Lebesgue decomposition
of v and the representation of an absolutely continuous signed measure
v << pas dv = fdu is the Radon-Nikodym theorem.We call the func-
tion f here as the Radon-Nikodym derivative of v with respect to
and denote it by f = g—/’:.

Thus there is a function f : X — R such that dv = fdu and
F(xa) = [ fxadp for every A e A.Hence, by the linearity and bound-
edness of F', F(¢) = [ fodu for all simple functions ¢, and | [ fodpu|
< M||¢||Lr, where M = ||F||.

Taking ¢ = sgnf, which is a simple function, we observe that f e
L'(X).We may then extend the integral of f against bounded func-
tions by continuity. If g ¢ L>(X), then from the following theorem:|
Suppose that (X, A, ) is a measure space and 1 < p < oo. Then the
simple functions that belong to LP(X) are dense in LP(X).], there exist
a sequence of simple fucntions ¢, with |¢,| < |g| such that ¢, — ¢
in >, and therefore, also in L. Since |f¢,| < ||g||r=|f| € L'(X), the
dominated convergence theorem and the continuity of F' implies that
F(g) = limy o0 F(¢n)=limy o0 [ fondpu= fgdp and that | [ fgdu| <
M||gl|L» for every g e L=(X)

Now we prove that f e LI(X). Let {¢,} be a sequence of simple func-
tions such that ¢, — f pointwise a.e. as n — oo and |¢,| < | f].
Define gn:(sgnf)(ndl)‘:ﬁlm )?? Then g,, eL°(X) and ||g,||z» = 1.Further,
f 9= gn]

and [ |¢ngnldp = ||¢n||s. Therefore, by Fatou’s lemma and inequality
|6l < |f], we have, [|f[|Le < limy o0 infl|nl|re < limy oo inf [ |Gngaldu
<im0 [ [fgnldp < M.

Thus f e L9.Since the simple functions are dense in L? and g is a contin-
uous functional on L7, if f e L7, it follows that F'(g) = [ fgdu for every
g € L(X).By the previous proposition, this implies that ||F||,»=|| f|| -
This proves the result, when X has a finite measure.

If X is 0 — finite then there is an increasing sequence {4, } of sets
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with finite measure such that | J A, = X.By the previous result, there
n=1
is a unique function

fn € LY(A,) such that F(g) = fAn fagdp for all g € LP(A,). If m

> n then the functions f,,, f, are equal pointwise a.e. on A, and the
dominated convergence theorem implies that f = lim, . f, € LY(X)
is the required function.
Finally , if X is not o — finite then for each o — finite subset A C X, let
fa€eL?(A) be the function such that F'(g) = [, fagdu for every geLP(A).
Define M = sup{||fallraa) : A C X is o — finite} <||F||;xy, and
choose an increasing sequence of sets A, such that ||fa,||Le(a,) — M
as n — 00

Define B = |J A,, verify that fg is the required function.

n=1

5.4 Separable spaces

Definition 7: Let (X, d) be a metric space then X is said to be
separable if there exist a countable subset A of X such that A = X
Examples:

1] the real line R is separable because Q is a countable subset of R such
that Q = R.

Now , we shall see some of the examples of separable and nonseparable
spaces through the following results.

Theorem 5.4.1. The space [*° is not separable.

Proof: Let y = (1m1,72,...) be a sequence of 0,1.Then clearly, y €
[*°.Corresponding to y, we associate the real number 3, whose binary
representation is 4 + % + 5 4 ...

Observe that every 7¢[0, 1] has a unique binary representation.Hence,
there are uncountably many sequences made up of 0, 1.The metric on
[ shows that if z # y then d(x,y) = 1.If we choose a small ball of
radius % centred at these sequences then these balls do not intersect
and there are uncountably many such balls. If A is any dense set in [*°
then every such non-intersecting balls contain an element of A. This
shows that A cant be countable set.Since A is an arbitrary dense set,
we conclude that [*° cant have countable dense set.Therefore, [*° is not

separable.
Theorem 5.4.2. The space [P is separable for 1 < p < 0.

Proof: Let M be the set of all sequences y of the form y = (n1, 72, ..., 7, 0,0, ...)
where n is any positive integer and 7; s are rational.Observe that M
is countable.We claim that M is dense in [P.Let © = ((;) €l? be any
element.Then for every ¢ > 0 there is an n depending on € such that
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Y onst |GlP < €?/2.This is because LHS is the remainder of a con-
vergent series. Since, the rationals are dense in R, for each (; there
is rational number 7; close to it.Hence, we can find yeM satisfying
Yoy |G — miP < €2/2.This implies that

[d(z, )P = >0 [G = nmil? + D52, 11 1G|P < €. Thus, we have d(z,y) <
€. Therefore, M is dense in [P.

Theorem 5.4.3. If the dual space X' of a normed space is separable
then X itself is separable.

Proof: We assume that X is separable.Then the unit sphere

U= {feX :||f]| =1} € X also contains a countable dense subset
say (fn) . Since f,eU, we have ||f,|| = sup{|f.(z)| : ||z]| = 1} = 1.
Therefore, by definition of supremum, we can find points x,¢X of norm
1 such that |f,(z,)| > 3. Let Y = span(z,).Then Y is separable,
because Y has a countable dense subset span(z,), which consists of all
linear combinations of x/ s with coefficients, whose real and imaginary
parts are rational numbers.We claim that ¥ = X.Suppose that Y #
X.Since, Y is closed in X, therefore, by the following lemma:

Lemma 5.4.1. (Existence of functional). Let'Y be proper closed sub-
space of a normed space X .Let woeX =Y be arbitrary and 0 = in f{||y—
zo|| : €Y'}, the distance from xq to Y. Then there exists an feX' such

that || f|l = 1, f(y) = 0 for all yeY', f(x0) =0

We have feX' with |f]] =1 and f(y) = 0 for all yeY’
Since z,€Y’, we have f(x,) = 0 and for all n, )
3 < fa(@a)l = [fulzn)—f (@)l = [(fa=F)(@n)| < [[fa=fI] llzall, where
||z|| = 1.Hence || f,, — f|| > 1,but this contradicts the assumption that
(fn) is dense in U , because we have fel

5.5 Let us Sum Up

(1) If T is a linear transformation existing between two normed
spaces X and Y then T is bounded iff T is continuous iff T is continu-
ous at the origin iff T maps closed unit sphere to a bounded set.

(2) B(X,Y) is normed linear space and it is complete, if Y is complete.
(3) The dual space of R™ is R".

(4) The dual space of ! is [*.

(5) For 1 < p < oo the dual space of I is 9.

(6) Every bounded linear functional on Hilbert space can be represented
in terms of an inner product.

(7) For 1 < p < oo, the dual space of LP(X) is LY(X).If X is o-finite
then L'(X) = L*(X) .

(8) The space [* is not separable.
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(9) For 1 < p < oo, the space [P is separable.
(10)If the dual space X " of a normed space is separable then X is sep-
arable.

5.5 List of References:
(1) Introductory Functional Analysis with applications by Erwin Kreyszig,
Wiley India

(2) Educational Resources , the University of California , Davis

5.6 CHAPTER END EXERCISES

(1) Show that C([a, b]) is separable.
(Hint: This follows from the Weierstrass approximation theorem that
states that P([a,b))={feC([a,b]) : f is a polynomial with real coef-
ficients } is dense in C([a, b]).Further, Q([a,b]) = {feC(la,b]) : f is
a polynomial with rational coefficients }, we can show that Q([a,b] is
countable and it is dense in P([a, b])

(2) C([a,b],R) with supremum norm is Banach space.

Proof: Let {f,} be any Cauchy sequence in C([a,b],R). This means
that given € > 0 there exists an integer N > 0 such that || f,, — fin||co <
5, whenever, n,m > N .That is , given any € > 0 there exists an integer
N > 0 such that [f, — f,| < § for all n,m > N and every xe[a, b]. Thus
{fx(z)} is a Cauchy sequence of real numbers for every xe[a, b].Since
R is complete.Therefore {fi(z)} converges to some real number for
each z; we will denote this value by f(z).This defines a new function
f such that f, — f pointwise. We prove that f, — f uniformly
on [a,b]. Since f, is a sequence of continuous function therefore its
uniform limit f is also continuous.Let € > 0 be any number.Then there
exists an N such that [f,(z) — fm(z)| < § for every choice of zela, b]
andn,m > N. If m > N and z¢[a, b] then f,,(2)e(fn(x) =5, fn(2)+5),
for all n > N.Therefore f(z)e|fm(z) — 5, fm(x)+ 5], and hence |f(x) —
fm(z)| £ § < e.Since x was arbitrary, therefore we are done.

(3) Let X be a normed space of all polynomials on I = [0, 1] with
norm given by ||z|| = mazx|x(t)|, for tel. A differentiation operator T
is defined on X by T'(z(t)) = 2/(t).Show that T is linear operator and
it is not bounded.
(Hint: Consider z,,(t) = t", where neN. Then ||z, || = 1 and ||T(z,)|| =
n

)

(4) Let T be a bounded linear operator from a normed space X onto a
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normed space Y .If there is positive b such that ||T'(z)|| > b||z|| for all
reX then show that T~ exists and it is bounded.

(5) Show that the dual space of ¢y is I*

(6) Show that every bounded linear functional f on [? can be repre-
sented in the form f(z) = Y5, &¢; for z = ((;)el?
(Hint: Use Riesz representation theorem to express any bounded linear
functional f on Hibert space [* as f(z) =< x,2z >)

(7) Show that any Hilbert Space is isomorphic with its second dual
space H = (H')'(This property is called reflexivity of H)

Proof: We shall prove that the canonical mapping C : H — H"” de-
fined by C(x) = g, is onto, where g, is a functional on X’ defined for
fixed zeX as g.(f) = f(x) for feX’, by showing that for every geH"”
there exist an xeH such that g = C(x)

Define A: H — H by A(f) = z, where z is determined by the Riesz
representation theorem f(r) =< z,z >, we know that A is bijective
and isometric. A(af; + Bf2) = @Afy + BAf, implies that A is conju-
gate linear.Observe that H’ is complete and its an Hilbert space with
inner product defined by < fi, fo >=< Afs, Af; >.For all functionals
f1, f2, f3 and scalars a we have

< fi+ fo, 3 >=< Afs, A(f1 + f2) >= < A(f1 + f2), Afs >=

< Afl,Afg >+ < Afg,Afg >=< Afg,Afl >+ < Af3,Af2 >

=< Jfi,[3>+ < fa f3>

<afi, fa >=< Afy, Alafi) >=< Afy,0Afi >=a < fi, fo >

< Ji,fo>=< Afy, Afi >=< Af1,Afa > =< fo, i >

< fi, fi >=< Afi1,Af1 >=< z,2 >> 0 and < fi, fi >= 0 implies that
2 =20, hence f; =0

Let geH” be arbitrary.Let its Riesz representation be g(f) =< f, fo >=<
Afo, Af >.We know that f(x) =< x,z > , where z = Af. Writing
Afo = x, we therefore have < Afy, Af >=< x,z >= f(z).Together
with g(f) = f(x) implies that ¢ = C(x), by the definition of C.Since
geH” was arbitrary, C is onto, so that H is reflexive.
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Chapter 6

Four Pillars of Functional
Analysis

Unit Structure :

6.1 Introduction

6.2 Objective

6.3 Few Definitions and Notations

6.4 Hahn-Banach Theorem

6.5 Uniform Boundedness Principle

6.6 Open Mapping Theorem

6.7 Closed Graph Theorem

6.8 Applications of Hahn-Banach theorem
6.9 Chapter End Exercise

6.1 Introduction

In this chapter we shall see four important theorems, which are
also called sometimes called as four pillars of Functional Analysis. The
Hahn-Banach theorem, the Open Mapping Theorem, Closed Graph
Theorem and Uniform Boundedness Principle.

Hahn-Banach Theorems: It is so much important because it pro-
vides us with the linear functionals to work on various spaces as Func-
tional Analysis is all about the study of functionals.

Open Mapping Theorem: It provides us with the open sets in
the topology of the range of the mapping.

Uniform Boundedness Principle: An application of Baire Cat-
egory theorem. It is further used many times as the uniformity is an
important property.
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Closed Graph Theorem: Closeness of the graph of a map is
enough to prove its boundedness or continuity. This fact is further
used many times.

6.2 Objectives

After going through this chapter you will be able to:
e State and prove Hahn-Banach theorems

e State and prove Open Mapping theorem

e State and prove Closed Graph theorem

e State and prove Uniform Boundedness theorem

6.3 Few Definitions and Notations

Let X be a normed space over the field K(R or C).

Definition 6.1. Let X be a normed space over K. A mapping f :
X — K is said to be linear functional on X if:

flax + By) = af(x)+ Bf(y), Yo,y € X, o, B €K

Definition 6.2. A linear functional f, as defined in Definition 6.1,
is said to be bounded if there exists M > 0 in R such that

f@) <Mz, Ve e X

Note: The branch of analysis of functionals as defined above was ba-
sically called as functional analysis initially! The bounded linear func-
tional is a special case of bounded liner operator and hence all proper-
ties related to bounded linear operators holds true for bounded linear
functionals also. Here is a small activity for you to recollect these
properties.

Activity 1: Let f be a linear functional on a normed space X.

1. f is continuous iff ker (f) is closed in X.
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2. Consider R" with usual norm and let @ = (ay,as,...,a,) be a
vector in R". Define f : R" — R such that f(z) = z.a, where z =
(1,22, ...,x,) and z.a denote the scalar product of x with a. Show
that f is a bounded linear functional and || f ||=|| @ ||.

Remark: If f is a bounded linear complex functional then f need not
be linear.

Definition 6.3. Let X be a linear space over R. A functional p is said
to be sublinear functional on X if it satisfies the following properties:

(i) p( +y) < p(z) +py), Yo,y € X
(ii) p(ax) = ap(x), Va > 0in R,z € X

Definition 6.4. Let X be a linear space over K and Z be it’s subspace.
Let f : Z — K be a linear functional. Then f : X — K is said to be
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an extension of f if f(z) = f(x), Yz € Z. Infact f is also called as
restriction of f on Z and is denoted as f|z = f.

6.4 Hahn-Banach Theorem

Theorem 6.4.1. (Hahn-Banach Lemma) Let X be a real vector
space and p be a sublinear functional on X. Let Z be a subspace of X
and f be linear functional defined on Z such that

flx) <p(x),VxeZ

Then, there exists a linear functional f on X such that f|Z = f and

f(z) <px), Ve e X

Proof: Consider a set £ of all linear extensions (Z,, g) of (Z, f) such
that,
9a(z) < p(2), VI € Zo

Since (M, f) € L, clearly L # ¢.

Now, we define a relation ”<” on £ such that:
(Za7ga) < (Zﬂ,gg) & Ly C Zﬁ and

gs is a extension of g, i.e. 93|z, = ga

Activity 2: Check that the relation ” < ” defined above is reflexive,
antisymmetric and transitive.

From the above activity we can conclude that (£, <) is a partial ordered
set. Let Q be any totally ordered subset of £ and let

Z'=BU{Zs: (Zs,95) € Q}
We see that Z’ is a subspace. Define ¢’ : Z/ — R by
g'(x) = gs(x), Vo € Zy
Clearly, ¢’ is a linear functional on Z" and ¢'|; = f.

Claim: (Z’,¢’) is an upper bound of Q (Try it yourself)
By Zorn’s lemma, Q has a maximal element, say (Zy, go).
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To prove that, (Zy, go) = (X, f) It is enough to prove that Z; = X.
Suppose Zy # X. Then there exists xqg € X — Zy. Consider the linear
space spanned by Zy and xg, Z' = Zy + [xq].

Each element z € Z’ can be uniquely expressed as z = x + axg, where
T € Zyand a € R.

Define ¢, : Z1 — R as g1(z + axg) = go(x) + oK, where K is a real
constant.

We can see that g; is a linear functional on 7 (Verify this!) And
91lz = go

Thus, Z; is a linear subspace of X containing Z and ¢1|7 = f

The constant K can be chosen appropriately so that g;(y) < p(y), Yy €
Z.

This means, 971,¢91) € Q and (Zy,90) < (Z1,01), Zo # Z;. This
contradicts the maximality of (Zy, go). Hence our assumption that Z, #
X is not true. Hence the proof.

Theorem 6.4.2. (Hahn-Banach) Let X be a normed space over a
field K and Z be a subspace of X.Then, for every bounded linear func-
tional f on Z, there exists a bounded linear functional f on X such

that, flz = f and || f]| = ||f]]

6.5 Uniform Boundedness Principle

The uniform boundedness principle (or uniform boundedness theo-
rem) by S. Banach and H. Steinhaus (1927) is one of the fundamental
results in functional analysis. Together with the Hahn-Banach theo-
rem, the open mapping theorem and the closed graph theorem, it is
considered as one of the cornerstones of the field.

The uniform boundedness principle answers the question of whether
a "point-wise bounded” sequence of bounded linear operators must also
be "uniformly bounded”. As the proof of the Uniform Boundedness
Principle is an application of Baire’s Category Theorem. So, we shall
prove the Baire’s category theorem first. Following are the basic con-
cepts needed for Baire’s theorem:

Definition 6.5. (Nowhere Dense or Rare) A subset M of a metric
space X is said to be Nowhere dense in X if its closure M has no
interior points. That is, int(M) # (), M contains no open ball.

Example 30. The set of all integers Z is nowhere dense set in R

Example 31. Let (R, d) be the usual metric space, then every singleton
is nowhere dense in R since {a} = {a} for every a € R. And int(a) = ()
since it contains no open interval.
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Definition 6.6. (Meager or of First Category) A subset M in metric
space X is said to be of First Category if M is the union of countably
many sets which are all nowhere dense in X.

Example 32. Since Q is countable and for every a € Q, {a} being
nowhere dense,

Q= J{a}

a€eQ
is of first category.

Definition 6.7. (Nonmeager or of Second Category) A subset M in
metric space X is said to be of Second Category if M is not of first
category in X.

Theorem 6.5.1. (Baire’s Category Theorem) If a metric space X # ()
is complete, it is of second category. Hence, if X # () is complete and

X = U A (Ag closed)
k=1

then atleast one Ay contains a nonempty open subset.

Proof. Suppose the metric space X # () is of first category in itself.
Then

X:GMk,

k=1

where each M, is rare in X. Since M, is rare in X, so by definition, M;
does not contain a nonempty open set. But (X, d) is complete, so it
will contain a nonempty set. So, M; # X. Therefore, EC =X - M

D . —C
which is nonempty and open. At the point p; € M; , we can get an
open ball

c
By = B(p1,€1) C My,

where € < %
Further, M, is rare in X, so that M, does not contain a nonempty open
set. Hence, it does not contain open ball B(py, $). This implies that

Wgc (N B(p1, $) is not empty and open. Now, we may choose an open
ball in this set, say,

€1

——1C €1
By, =18 M. B(p1, = —.
2 (p2; €2) C Mo ﬂ (p1, 5 ), €< 5

Continuing this process, we obtain a sequence of balls by induction,
By, = B(pk, €x), €, <27"
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such that By (| M), = 0 and By C B(pk, %) C Bi, k=1,2, ...

As €, < 27% and the space X is complete, the sequence (p; of the
centers is Cauchy and converges, say, p. — p € X. Also, for every m
and n > m we have B, C B(pm, %), so that

A(Pm;p) <d(Pm;spn) + d(pn, D)

€m €m
<— +d(pn,p) =& —
5 T dPnp) = 3
as n approaches to co. Hence, p belongs to B,, for every m. Since
B, C M_mc, we get p & M, for every m, so that p & |J M,, = X. This
contradicts p € X. Hence proved. [

Theorem 6.5.2. Let {T,} be a sequence of bounded linear operators
T, : X =Y from a Banach space X into a normed space Y. If for
every x € X, {T,(x)} is bounded, say,

IT.(2)|| <cey n=1,23,.. (pointwise boundedness),

where ¢, is a real number, then the sequence ||T,|| is also bounded, that
18, there is a positive real ¢ such that

7. <e, n=1,2,3,... (uniform boundedness),
Proof. For every x € X, {T,,(x)} is bounded sequence in Y, that is,
IT.(2)|| < cp where ¢, > 0.

Suppose that Ay = {z € X : ||T,.(2)|| < k}

Step 1: We claim that Ay, is nonempty, closed and X = (=, A. Since
0 € X and T, is linear so 7,,(0) = 0 < k for each k. This implies that
0 € Ay for each k£ which implies that A is nonempty.

Let {xn} be a convergent sequence in Ay with x,, — x as n — oo.
This means that for every fixed n, we have ||T,(z,,)|| < k and obtain
|T.(z)|] < k by applying limits for m — oo because T, is continuous
and so is the norm. Hence, x € A, and therefore Ay is closed.

Also, Ay, C X (for all k) = J;—; Ax € X. On the other hand, let
z € X, |Th(x)] is a real number. Using Archimedean property, there
is a positive integer ng such that 7T,,(z)|| < ¢, < ng. So,

xEAnogUZi1Ak:>XgUZilAk

Hence,
X = UAk = UA_"” (Since A, = Ap)
k=1 k=1

In view of Baire’s Category Theorem, every complete space is of second
category. That is, at least one of Ay is not nowhere dense. Hence, some
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Ay, contains an open ball, say, By = B(zo,7) C Ap,.
Step 2: Let x € X be arbitrary, not zero. We set

2 =20+ Ve

where v = 2\\7;6”' Then

n r
z=x9+ ——x
2[|]|

:
Z2—2yg= &
2|
12 — ol = =— ||z = = <
Z2—x|l = x|l == <7
2| 2

That is, z € B(xg,r) C Ag,.
As, 2,20 € Ary = [Ta()]|'< ko, [Ta(ao) | < ko. We have,

2||x
x = y(z — ).
Therefore,
2]
1T (@)l = = =Tz = 20)ll
2
= Wy, )~ 2ot
2]
< = a2+ 1T (o)l
2||x
il
4k
= —— ]l
,
Hence,
4k | To(x)|] 4k
1T ()] < —=|l=l| = <—=
r ] r
which implies
T,
sup ITn()] <c=|T.| <e

vexaz0 || 7]

6.6 Open Mapping Theorem

Open mapping theorem is one of the basic theorems for the develop-
ment of the general theory of normed linear spaces. The theorem gives
conditions under which a linear mapping is open. In this theorem, we
begin to appreciate the importance of the completeness condition for
normed linear spaces.
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Definition 6.8. (Open Mapping) Let X and Y be metric spaces, a
mapping 7' : D(T) — Y with domain D(7T) C X is called an open
mapping if for every open set in D(T') the image is an open set in Y.

Definition 6.9. (Continuous Mapping) A continuous mapping 7 :
X — Y has the property that for every open set in Y the inverse
image is an open set in X.

Remark 6.6.1. Continuous mappings are not necessarily open map-
pings.

Example 33. Consider a mapping 7' : R — R defined by T'(z) =
Sinz. As Sine function is continuous, 7' is a continuous mapping but
T1(0,2m)] = [—1,1] that is, 7" maps an open set (0,27) onto [—1,1]
which is not open.

Example 34. Define T : R — R by T'(x) = 2%. Then T is continuous
mapping but not an open mapping because it maps an open set (—1, 1)
onto [0, 1) which is not open.

Lemma 6.6.1. (Open Unit Ball) Let T' be a bounded linear operator
from a Banach space X onto a Banach space Y. Then the image of the
open ball By = B1(0) C X, that is, T(By), contains an open ball with
center 0 in Y.

Proof. The proof has three steps. We will prove

(a) The closure of the image of the open ball B; = B(0; 3) contains an
open ball B*.

(b) T'(B,,) contains an open ball V,, about 0 € Y, where B,, = B(0;2™") C
X.

(c) T(By) contains an open ball about 0 € Y.

(a) Clearly, we have

JkBicx
k=1
For any x € X, there is k(k > 2||z||) such that x € kB;. So,

X c | JkBi.
k=1
Thus, we have
X =JkBu.
k=1

Since T is surjective,

Y = GkBl :G T(kB).
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Due to the linearity of T', we have

Y = JTkBy) = | JrT(B1) = | J*kT(By).
k=1 = =
Since Y is complete, by the Baire’s Category theorem, we conclude that
a kT(Bj;) contains an open ball. This implies that T'(B;) also contains
an open ball, namely, there is B* = B(yo; ) such that B* C T'(By). It
follows that B* — yy = B(0;¢) C T(B;) —

(b) We will first prove that B(0;¢) = B* —yo C T(By). Since B* C
T(By) by (a), we have B* — yy C T(B;1) — yo. It suffices to prove
T(Bl) — Yo C T(Bo) Let Yy € T(Bl) — Yo- Then Yy + Yo € T(Bl)
Notice that yo € T'(B;) since B* C T(By). Then there are sequences
u, = Tw, € T(By) and v, = Tz, € T(B) such that u, — y + o,
Up — Yo, where w,, z, € By. Observing that

1 1
n— Zn|| < n nll < 3 - =1
0 = 2all < ll + lznl] < 5 +

So, wy, — z, € By. Also, T(w, — z,) = Tw, — Tz, = u, — v, — V.
Hence, y € T'(By). This proves that B(0;¢) = B* —yy C T'(By). Let
B, (0;5%). Since T is linear, we have T(B,) = 27"T(By). Let
V, = B(O ). Then V,, = 5= B(0;¢€) C 5-T(By) = T(B,). This proves
(b).

(¢) We finally prove that V; = B(0; 3¢) C T'(By) by showing that every
y € Vi isin T(By). So, let y € V. Since Vi, C T'(By), there is z; € By
such that ||y—Tx| < §. Then we have y—Tz; € V,. Since Vo C T'(By),
there is 2o € By such that ||y — T'r; — Tws|| < §. Continuing in this
manner, we have, for each n, there are x,, € B,, such that

- €
ly = ZT:C’“H < ontl
k=1

Let z, = x1 + 22 + ... + x,,. The above inequality becomes

ly —Tz| < — 2n+1, Vn.

Namely, 7'z, — y. Since zj, € By, we have ||zx|| < 2% So, for n > m,

n [e.e]

1
|2 — 2ml]| < Z |z < Z ﬁ—>0, as m — oQ.

Thus, the sequence {z,} is Cauchy. Since X is complete, there is z € X
such that z, — x and £ = 1 + x5 + .... Notice that

]| < Z ekl < 5 +Z k]l < 5 + 5=

So, x € By. Since T' is continuous, we have Tz, — Tx. Hence, y = Tx.
That is, y € T(By). O
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Theorem 6.6.1. (Open Mapping Theorem, Bounded Inverse Theorem)
Let X and Y be Banach spaces. Then any bounded linear operator T
from X onto Y is an open mapping. Consequently, if T is bijective,
then T~ is continuous and hence bounded.

Proof. Let A C X be an arbitrary open subset of X. We will show that
the image T'(A) is open in Y. That is, for any y = Tz € T(A), the set
T(A) contains an open ball centered at y. Let y € T(A). Then y = Tx
with # € A. Since A is open, there is r > 0 such that B,(z) C A. Thus

1(A—x).

r

B1(0) C

By Lemma 6.6.1, the image T((A — z)) contains an open ball with
center 0. That is, there is € > 0, such that

1
B(0;¢) C T(;(A —x))
Since T is linear, we have

B(0;¢) C %(T(A) —Tz).

Since y = Tz, the above relation implies B(y; re) C T'(A). Hence, T'(A)
contains an open ball with center y. ]

6.7 Closed Graph Theorem

Definition 6.10. (Cartesian product of two normed spaces)

Let (X, ].]|1) and (X, ||.||2) be two normed spaces, then X x Y is also a
normed space where the two algebraic operations of a vector space and
the norm on X x Y are defined as usual, that is

o (z1,91) + (z2,92) = (21 + 22,51 + 2)
e a(x,y) = (ax,ay) (a a scalar)

o [ o)l =[xl + [yl

Theorem 6.7.1. For any two Banach spaces X andY, X XY 1is also
a Banach space.

Proof. We show that for any two Banach spaces X and Y X XY =
{(z,y) : x € X,y € Y} is also a Banach spaces. Let {z,} be a Cauchy
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sequence in X x Y, where z, = (2,,y,). Then for every ¢ > 0, there
exists a positive integer ng such that for every n > ng, we have

Hzn - Zm” = H(xnayn) - (xmvym)H
= [1(@n = T, Y — ym) |
= [0 = Zmll + lyn — yml| <€
This implies that ||z, — z,|| < €, ||[yn — ym|| < € thereby proving that

{z,} is a Cauchy sequence in X and {y,} is a Cauchy sequence in Y.
Let z, 2z € X, y, >y €Y, then

120 =21l = 120, yn) = (2, Y| = (@0 =2, 0 =) = ll2n = 2] + g0 = yll

Applying n — oo,
|z, —z|| = 0 and ||y, —y|| — 0. This implies that lim,, . ||z, — 2| = 0.
Hence, z, = z = (z,y) € X x Y. Thus, X x Y is a Banach space. [J

Definition 6.11. (Closed Linear Operator) Let (X, ||.||1|]) and (Y, ||.]|2]|)
be normed spaces and let T': D(T) — Y a linear operator with domain
D(T) C X. Then T is called a closed linear operator if its graph

GT)={(z,y) ;2 e DT),y=Tax} C X xY

Theorem 6.7.2. Let X and Y be Banach spaces and T : D(T) — Y
be a closed linear operator, where D(T) C X. If D(T) is closed in X,
then the operator T' is bounded.

Proof. First recall that for any two Banach spaces X and Y, X xY is
also a Banach space. By assumption, G(7') is closed in X x Y. Hence,
G(T) is complete and also D(T) is closed in X. Therefore, D(T) is
also complete space. We now consider the mapping P : G(T') — D(T),
defined by P(x,Tz) = z. We prove that P is bijective, linear and
bounded. To show that P is linear, we consider

P((x1,Txq) 4 (x2,Tx3)) = P(x1 + 20, Tx1 + Tx3)
= T + T2
= P(Q?l,Tl’l) + P(iL‘Q,Tﬂ?Q)

And for a € K, we have

P(a(z,Tz)) = P(ax,aTx) = ax = aP(z,Tx)
Now, P is bounded, because

1P(z, Tz)|| = [lz]| < llz|| + [T]| = || (z, Tz)|

This implies that |P(x,Tz)|| < 1.|[(z,Tx)||. P is onto, since for all
x € D(T) I(x,Tz) € G(T) such that P(x,Tx) = x. P is one to one,
since

P(Il,TZL‘l) = P(ZEQ,TﬁL’Q) = T = T9 = (xl,Tml) = (IQ,TZL‘Z).
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Hence, P is a bounded linear operator from Banach space G(T') to
Banach space D(T') and also it is bijective hence P~' : D(T) — G(T)
given by P~!(z) = (z,Tx) is a bounded linear operator by Bounded
inverse theorem. That is, there exists b > 0 such that for every x €
D(T), we have

1P~ (@) < bllzll = [|(z, T2)|| < bllz]| = ||z + [ T=]| < bll|

Therefore, | Tx| < |lz| + ||Tz|| < b||z|| = ||Tx| < b||z||. This implies
that 7" is bounded. ]

6.8 Applications of Hahn-Banach theorem

1. Given a normed linear space X over a field K and a non zero
member xy € X, there is a bounded linear functional F' over X such
that F'(x¢) = ||xo]| and || F|| = 1.

Proof. Let, M = [xo]= the subspace spanned by {z} = {azo : a is real}.
Define f : M — R by f(azg) = al|zg||. Clearly, f is linear. Now, for
x € M, x = axy for some a. Now, |fz| = |f(azo)| = |af|zol|| =
lal||zo|| = ||axol|| = ||z||. Clearly, ||f]] = 1, that is, f is a bounded
linear functional on M. So, there exists an extension F'(a bounded lin-
ear functional) of f over X such that ||f|| = ||F||. But f(x) = F(x),
Ve € M. Now, g € M. So, f(xg) = F(zo). But f(z¢) = ||zo]|. So,
F(z0) = o] with [[F]| = 1. .

2. Let, X be a normed linear space over a field K and xq # 6 be
an arbitrary member of X and let M, be an arbitrary positive real.
Then 3 a bounded linear functional f on X, such that ||f|| = M, and

fxo) = [lfllloll-

Proof. Let G = [xo] = {txo : t is real}. Clearly, G is a subspace of X.
Define ¢ : G — R by ¢(txg) = tMy||xo||. Clearly, ¢ is linear. Now, for
x € G, x = txy for some t. Now,

[o(2)] = |(txo)|
= [t Mo|zo|
= Molt[[|zoll
= Mo||tzol|
= Mo||]].
So, |¢(x)| = Myl|z||. Clearly, ||¢|| = My. So, ¢ is a bounded linear
functional on G. So, 3 an extension f of ¢ over X such that ||f] =
¢l = My. Hence, ||f]| = My. But ¢(xg) = Myl|z||. Now, zy € G,

f(zo) = &(wo) = Mollzo| = [|f[/llzoll. So, f(zo) = [Ifllzoll. This
completes the proof. O
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3. For every x € X, [|z]| = sup,.e % [© is zero functional on X].
Proof. We find a non zero bounded linear functional f, € X  such that

folx) = [l and [ fo]] = 1. Now,
@ L)

su

2o AL ol
Again, Vf # © € X', |f(x)| < [|f]l]|=[| So,
|/ (@)]
e |
£
That is,
xr
sup @)l I
f£ecx’ [Bal
Hence,
/()|
z||= sup ——
o= o I

]

4. Let M be a closed subspace of normed linear space X such that
M # X. Let u € X \ M and let

d = dist(u, M) = inf |lu— M]|
meM

Then there is a bounded linear functional f € X  such that

i) f(x) =0V e M

(i) f(u) =1 and (iii) |If]| = }

Proof. Clearly, d > 0. Let N = [M |J{u}]. Clearly, N is a subspace of
X. So, every member of N is of the form m + tu, where m € M,t € R.

Define g : N — R by g(m-+tu) = t. Clearly, g is linear. Now, g(m) = 0,
for some m € M, g(u) = 1. For t # 0,

lg(m + tu)| = [¢|
i+t
|lm + tul|

|lm + tul| 1
Ju—(=m/t)|| ~ d

as (—m/t) € M. Let = m+tu € N. So, |g(z)| < % z| implying that
g is bounded and ||g|| < 1. So, g € N'. Again, d = inf,ep |lu — m|.
So, there exists a sequence {m,} € M such that ||u — m,| — d as
n — 0o. Now,

lg(u —mn)| < lgllllu = mall = 1 < {lgllllu = mnl],
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since g(u—my,) = g(u) —g(m,) =1—0= 1. Letting n — oo, & < ||g]],
we get [lg]| = . So, 3 a bounded linear functional f € X' which is an
extension of g on N such that f(z) = g(x), Vo € N and || f] = |lg]|-
Thus, we have

(i) f(x)=0,Vz e N

(i) f(u) =1

(iid) [1/] = 3. O
5. Let M be a subspace of a normed linear space X and M # X. If
u € X M such that d = dist(u, M) > 0. Then there is a bounded
linear functional F € X' such that

(i) F(z) =0Vz e M

(i) F(u) =d

(iii) [|F]| = 1.

Proof. Let, N = [M |J{u}] = a subspace of X spanned by M and {u}.
Define f : N — R by f(z) = td, where = m + tu for some m € M
and for some t. That is, f(m + tu) = td. Clearly, f is linear. Now,
f(m)=0form e M, f(u) =d. Now, for t #0

Hm+tu|!=||—t<——u) ||

= 1= — ull It

as =% € M and d = dist(u, M). So, |f(m + tu)| = [t|d < [|m + tu].
Let x =m +tu € N. So,

[f@)] < lzll = [/ < 1. (6.1)

Clearly, f is bounded with ||f|| < 1. So, f € N'. We have d =
dist(u, M) = inf,,epr |[lu — m||. Let € > 0. By infimum property there
exists an element m € N such that ||lu —m| < d +e.

Put 1
v = m-u o m - u € N,
IIW—UII [m =l [lm —

€ M. So, ||v]| = 1. But

where t = —1 and
[m—ull H

d
[l = ul]

[f(0)l = d+ [oll, vl = 1.

As, € > 0 is arbitrary,

[f @) = [loll = Il = 1. (6.2)

So, by (6.1) and (6.2), ||f|]| = 1. So, there exists a bounded linear
functional F' over X which is an extension of f over N such that f(z) =
F(X),VYx € N and || f|| = ||F||. So, (i) F(x) =0, Vz € M,

(i) F(u) = d and (iii) |F|| = 1. O
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6.9 Chapter End Exercises

1. Let f be an additive functional on a normed space X. Prove that
if f is continuous then f is linear.

2. Prove that f : R? — R defined by f(z,y) = f(x)+ f(y),z,y € R,
is a bounded linear functional on (R, || . ||2).

3. If X be a non trivial real normed linear space, that is, X # {0}.
Then its first conjugate space X is also nontrivial.

4. Let X is a Banach space and A C X a dense set. Can we find
a function f : X — R such that, for every x € A, we have
limy . | f(t)] = 007

5. Let X and Y be Banach spaces and T' € B(X,Y’). Suppose T is
bijective. Show that there exist real numbers a,b > 0 such that
allz]) < |Tz]) < bllal], ¥ € X

6. Let X, Y and Z be Banach spaces. Suppose that T": X — Y is
linear, that J : Y — Z is linear, bounded and injective, and that
JI'=JoT: X — Z is bounded. Show that T is also bounded.

7. Let (X, ||.]l1) and (X, ||.||2) be Banach spaces. Suppose that
3C >0 zlls < Cllzfly, Ve € X.

Show that the two norms ||.||; and ||.||2 are equivalent.

118



	Page 1

